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Abstract—The considered problem is that of maximizing the per user DoF of;37; obtained with the more stringent per

degrees of freedom (DOF) in cellular downlink, under abackhaul message transmit set size constraintBof
load constraint that limits the number of messages that can Furthermore. we show that the scheme that achieves the

be delivered from a centralized controller to the base statin ootimal DoE of 28=L uses onlv zero-forcina beamformina at
transmitters. A linear interference channel model is consiered, p 4B y g g

where each transmitter is connected to the receiver havinghe the transmitters, and assigns messages non-uniformlgscro
same index as well as one succeeding receiver. The backhauthe transmitters, with some messages being assigned to more
load is defined as the sum of all the messages available at allthan B transmitters and others being assigned to fewer than
the transmitters normalized by the number of users. When the p transmitters. We show that these insights can apply to

khaul | i nstrain nin ri h mptoti : .
backhaul load is constrained to an integer level5, the asymptotic more general channel models than the simple linear model

per user DoF is shown to equal?Z2=t, and it is shown that the

optimal assignment of messages to transmitters is asymmatr considered iU this work. .
and satisfies a local cooperation constraint and that the ophal We describe the system model in Sectioh Il. We then

coding scheme relies only on zero-forcing transmit beamfening.  provide an illustrative example for the considered problem

Finally, an extension of the presented coding scheme for thease Sectior(Ill. The main result is proved in Section IV. We then

where B = 1 is shown to apply for more general locally connected . ) . o . ' .

and two-dimensional networks. discuss .the result and its genera_llzatmn.s in Section Valkin
we provide concluding remarks in Sectionl VI.

I. INTRODUCTION

Managing wireless interference through infrastructural e 'l. SYSTEMMODEL AND NOTATION
hancements is a major consideration for next generation c IWe use the. standard model for _th’é—user mter_ference
lular networks. One example of such an enhancement is§ annel with single-antenna transmitters and receivers,
cellular downlink through the assignment of one receiver's K
message to multiple base station transmitters and managing Yi(t) = Hij(t)X;(t) + Zi(), @)
interference through a Coordinated Multi-Point Transiniss g=1
(CoMP) scheme. The cost of delivering messages to multipidieret is the time index,X(t) is the transmitted signal of
transmitters over a backhaul link is highlighted in this or transmittery, Y;(¢) is the received signal at receiverZ;(t) is

In [2], the degrees of freedom (DoF) gain offered by CoMEhe zero mean unit variance Gaussian noise at recéiard
transmission in Wyner's linear interference netwoiks [Hsw H; ;(t) is the channel coefficient from transmitteto receiver
studied, under a cooperation constraint that limits the lmem 7 over the time slot. We remove the time index in the rest
of transmitters at which each message can be available dfythe paper for brevity unless it is needed. For any.4et
a numberM. The asymptotic limit of the per user DoF agK], we use the abbreviation$ 4, Y4, andZ 4 to denote the
the number of users goes to infinity was shown to%, sets{X;,i € A}, {V;,i € A}, and{Z,,i € A}, respectively.
and was shown to be achieved by a simple coding schefigally, we use[K] to denote the sefl,2,..., K}, and use
that relies only on zero-forcing transmit beamforming.dt i¢ to denote the empty set.
to be noted that th_e maximum transmit set_ size con;traiglt Channe Model
of M is not met tightly for all messages in the optimal . . ! . .
message assignment scheme presented in [2]. In this work, wEaCh transmitter is _connectgd to its corresponding receve
therefore consider a cooperation constraint that is mane g as well as one foII_owmg recerver, and th_e last transmiter |
and relevant to many scenarios of practical significance. fly connected to its corresponding receiver. More prégise

articular, we define théackhaul load constraintB as the e . . o
Fatio between the sum of the transmit set sizes for all the Hij=01iff i ¢ {j,j+1}Vi,j € [K], @)
messages and the number of users. In other words, we allamd all non-zero channel coefficients are drawn indepehdent
the transmit set size constraints to vary across the messag®m a continuous joint distribution. Finally, we assumatth
while maintaining a constraint on the average transmitiget sglobal channel state information is available at all traitisrs
of B. We establish in this paper that the asymptotic per usand receivers. The channel model is illustrated &bk 3 in

DoF in this new setting is*2=%, which is larger than the Figure[l.
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| i |_| X; |—| Y |—| X2 |—| Y |—| X | I1l. EXAMPLE: B =1

Before introducing the main result, we illustrate through a
simple example that the potential flexibility in the backhau
design according to the constraint [d (3) can offer DoF gains
over a traditional design where all messages are assigned to
the same number of transmitters. We know frarn [2] that any
B. Message Assignment asymptotic per user DoF greater théncannot be achieved

For eachi € [K], let W, be the message intended fo}hrough assigning each message to one transmitter. We now

_ 3 i
receiveri, and7; C [K] be the transmit set of receiveéri.e., show that7(B = 1) > 4, by allowing few messages to be

those transmitters with the knowledgeldt. The transmitters available at more than one transmitter at the cost of nostran
in 7; cooperatively transmit the messaié to the receive. mitting other messages. Consider the following assignroént

) S : first four messages; = {1,2}, T2 = {2}, T3 = ¢,
The average transmit set size is upper bounded by an inte . P I
valued bagkhaul load constraifi PP y nd7; = {3}. Messagd¥; is transmitted througlk; to Y;

X without interference. Since the channel state informatfon
2o Tl B 3) known at the second transmitter, the transmit beamifar

K - at X, can be designed to cancel the interference caused by
C. Message Assignment Strategy Wy atYs, and thenl/, can be transmitted throughs to Y5

A message assignment strategy is defined by a Sequewggout interference. FinallyV/, is transmitted througtx’s to
of supersets. Thé'" element in the sequence consists of th&: without interference. It follows that the sum DoF for the
) " 4 . .
transmit sets for &—user channel. We use message assigftst four message§_;_, d; > 3. Since the fourth transmitter

ment strategies to define a pattern for assigning message$t#active, the subnetwork consisting of the first four sser
transmitters in large networks. does not interfere with the rest of the network, and hence, we

) can see that(B = 1) > 2 through similar assignment of
D. Local Cooperation messages in each consecutiveser subnetwork.
We say that a message assignment strategy satisfies the local
cooperation constraint, if and only if there exists a fumiti IV."MAIN RESULT
r(K) such thatr(K) = o(K), and for everyK € Z*, the We now characterize the asymptotic per user B¢B) for
transmit sets defined by the strategy fotka-user channel any integer value of the backhaul load constraint.
satisfies the following, Theorem 1: The asymptotic per user DoK B) is given by,

To € {i—r(K),i () + 1. i+ r(K)}, Vi € [K]. @) B =B yp g ©)
E. Degrees of Freedom

Fig. 1: Wyner's linear asymmetric model fdt = 3. In the
figure, a solid line connects a transmitter-receiver paaril
only if the channel coefficient between them is non-zero.

4B

Let P be the average transmit power constraint at each Proqf: we .prowde the proqf for_the inner f”md outer
transmitter, and leVV; denote the alphabet for messaigé. bounds in Sectioh IV-A and Sectign TV+B, respectively. m
Then the rate®;(P) = W are achievable if the decodinga . Coding Scheme
error probabilities of all messages can be simultaneouslyem

arbitrarily small for a large enough coding block lengthand _V\_/e treat the ”eFW"rk as a set of subnetworks, ez_ich con-
this holds for almost all channel realizations. The degfes sisting of consecutivd B transceivers. The last transmitter of

. ) . . h subnetwork is deactivated to eliminatter-subnetwork
freedomd; K], are defined asl; = 1 Ri(P) gac .
ini € K], y MP—o0 Tog P+ interference. It then suffices to show thaB — 1 DoF can

g:)?: ?lj)lzlersegjl?h? tloste:r?ufrlr?sgrreo?f dt:ereseest (())]; ?rllezgz;;\i/gbl%e achieved in each subnetwork. Without loss of generality,
pies. g cqnsider the cluster of users with indices in the [d&]. We

he maximum val f th m of th hievabl r : i

;r:edoa:n,n u: mai;ezcze[tljdju of the achievable deg ©€S define the following subsets ¢4 8],
For aK-user channel, we defing K, B) as the best achiev- S = [2B]

ablen over aI_I chmces of transmit ser sa_tt|sfy|ng the bgckhaul S, = {2B+2,2B+3,...,4B)

load constraint in[{3). In order to simplify our analysis, we

define the asymptotic per user DaKB) to measure how We next show that each user & U S, achieves one degree

n(K, B) scales withK while all other parameters are fixed, of freedom, while messagé’>z 1 is not transmitted. Let the

K. B message assignments be as follows,
7(B) = lim L d ), (5)
Koo K {i,i+1,...,2B} Vies
We call a message assignment strategtimal for a se-  7; = { ] D ’ o
quence ofK —user channelsk € {1,2,...}, if and only if {i-1i-2...,2B+1}, Vi€,

4B - .
there exists a sequence of coding schemes achieM® and note that% = B, and hence, the constraint
using the transmit sets defined by the message assignmen@) is satisfied. Now, due to the availability of channel
strategy. state information at the transmitters, the transmit beaons f



messagdl; can be designed to cancel its effect at receivefsr the receivers i4, and its complemerit 4. More precisely,

with indices in the set’;, where, U = UigaTi-
Lemma 1 ([2]): If there exists a sed C [K], a function
c. — {i+1,i+2,...,2B}, Vie S f1, and a functionf, whose definition does not depend on
’ {i—1,i—2,...,2B+ 2}, Vi € Sy the transmit power constraiit, and f, (Y4, Xv,) = Xp, +

f2(Z 4), then the sum Dok < | A|.

We also need ]2, Corollar§] in the proof of LemmaR2; we
restate it for the considered system model.
h Corollary 1 ([[2]): For any K—user linear interference

Note that bothC,p and C2pyo equal the empty set, as
both W55 andWs 42 do not contribute to interfering signals
at receivers in the se¥s, U Ys,. The above scheme for
B = 2 is illustrated in Figure[J2. We conclude that eac . : ] .
receiver whose index is in the s&t U S, suffers only from channel, if the size of the transmit §g| < M, i € [K], then

Gaussian noise, thereby enjoying one degree of freedore Siff"Y element € 7; such thatk ¢ {i,f M,i—M +.1, it
S, US| = 4B — 1, it follows that S5, d; > 4B — 1 M — 1} can be removed frorff;, without decreasing the sum
- ’ 1% = .

Using a similar argument for each following subnetwork, wete: i L )
establish that (B) > 4551, thereby proving the lower bound We now make the following definition to use in j[he proof
of Theoren{lL. of the following lemma. For any se§ C [K], letgs : S —
{1,2,...,|S|} be a function that returns the ascending order
of any element in the sef, e.g.,gs (min {i : ¢ € §}) = 1 and
gs (max{i:i € S}) =S|

Lemma 2: For anyK —user linear interference channel with
DoF 75, if there exists a subset of messagesC [K] such
that each message if is available at a maximum of/

transmitters, i.e.|7;| < M,Vi € S, then the DoF is bounded
by,
S|

2M +1

n< K-

+Ck, (7)

wherelimg oo S& = 0.

Proof: We use Lemmal1 with a set such that the size of
the complement setd| = QJ‘VfJ'rl —o(K). We define the setl
‘ suchthatd = {i:i € S,gs(i) = QM +1)(j—1)+M+1,j €
Fig. 2: Achieving7/8 per user DoF with a backhaul constrainf ' }- o -
B = 2. The figure shows only signals corresponding to the NOW, we letsi, s be the smallest two indices iA. We see
first subnetwork in a generdl —user network. The signals inthatgs(s1) = M+1,gs(s2) = 3M +2. Note thatX; + HZfl =
the dashed boxes are deactivated. Note that the deaalivatjﬁ{—l, and

of Xg splits this part of the network from the rest.

Hi 1 Hi
. . X ' = .
We note that the illustrated message assignment strategy 2+ Hs o Hy o
satisfies the local cooperation constraint{df (4). In otherds, _. . o , L
o . Similarly, it is clear how the firsts; — 1 transmit signals
the network can be split into subnetworks, each of dize ¥ can be recovered from the received sian
and the messages corresponding to users in a subnetwoHe —! gnES 1)

can only be assigned to transmitters with indices in the sarﬁ%I linear combinations of the noise S|gnZ![§1,1]. Ir_1 what
subnetwork. ollows, we show how to reconstruct a noisy version of the

signals {X,,, Xs,+1,--.,Xs,-1}, Where the reconstruction

B. Upper Bound noise is a linear combination of the signéls. Then it will

We prove the converse of Theordm 1 in two steps. Firdte clear by symmetry how the remaining transmit signals can
we provide an information theoretic argument in Lenitha 2 e reconstructed.
prove an upper bound on the DoF of any network that haswe now notice that it follows from Corollat] 1 that message
a subset of messages whose transmit set sizes are bountéd. can be removed from any transmitter i, whose
We then finalize the proof with a combinatorial argumerifdex is greater than; + M — 1, without affecting the sum
that shows the existence of such a subset of messagegafi¢- Similarly, there is no loss in generality in assuminatt
any assignment of messages satisfying the backhaul constriis: € S, si # s1, T;, does not have an element with index

H. H.
Z2 _ 2,1 Zl Y2 _ 2,1 Yl

of @). less thans; — M. Sinces; —s1 > gs(si) —gs(s1) > 2M +1,
In order to prove the information theoretic argument ift fOZ”OWS that Xs,+m € Xu,. The signal X, a1 +
Lemma2, we use Lemmafrom [2], which we restate below. 7———— can be reconstructed frof, ;541 and

i H H - s1+M+1,s1+M+1 | i .
For any set of receiver indiced C [K], definelU4 as the set X, . Then, it can be seen that the transmit sig-

of indices of transmitters that exclusively carry the mgssa nals{ X, + p+2, Xs, 4+ M43, .-, Xs,—1} Can be reconstructed



from {Ys, +am+41, Yoy 4042, - -+, Ys,—1}, @nd linear combina- we can construct another message assignment by removing
tions of the noise signal§Z;, + nvi+1, Zs, + 0425 -+, Zs,—1}. €lements from some transmit sets whose sizevjsuch that
Similarly, since X, s is known, the transmit signalsthe new assignment satisfidg (3), and has transmit Béts
{Xs;+m-1,Xs;+m-2,..., X5, } can be reconstructed fromwhereV; € {0,1,...,m}, [{i:i € [K],|T;*| = j}| < R}. By
{Ys, 40, Ys,+M-1,---, Ys; 41}, and linear combinations of successive application of the above argument, we can cmstr
the noise signal$Z,, 1 ar, Zs, +01—1,- - -, Zs,+1 - By follow- a message assignment that satisfiés (3), and has transsit set
ing a similar argument to reconstruct all transmit signetsrf  7,* whereVj € {0,1,...,2B—1},[{i:i € [K],|T*| = j}| <
the signalsY, Xu,, and linear combinations of the noiseR; and|{i: i € [K],|7;"| > 2B}| > R;5. Note that the new
signalsZ 4, we can show the existence of functiofisand f2  assignment has to violatEl (3) sin@?fo jR; = B, and we
of Lemma[l to Complete the pfOOf. B reach a contradiction. [}

We now explain how Lemmal 2 can be used to prove that\e now know from lemmas 2 afid 3 that under the backhaul
7(B = 1) < %. For any message assignment satisfyillg (®ad constraint of [{3), the DoF for any —user channel
for a K —user channel, lefz; be defined as follows for everys upper bounded by!l=LK + o(K). It follows that the
j€{0,1,.... K}, asymptotic per user DoF(B) < 4821 thereby proving the

4B
[{i:ie[K],|T| =3} @) upper bound of Theorefd 1.
e .

R; is the fraction of users whose messages are available at . . .
exactly; transmitters. Now, if2o+R; > £, then LemmaR can A. Maximum Transmit Set Sze Constraint

be used directly to show that< 2ft +o(K). Otherwise, more  |n [2], we considered the problem where each transmit
than% users have their messages at two or more transmitte§gt size is bounded by a cooperation constraift i.e.,
and it follows from [(3) thatiy > Zﬁig R; > %, and hence, |7;| < M,Vi € [K]. The DoF achieving coding scheme was
n<(1-Ro)K < 3K, then characterized for every value &f. We note that in the
We generalize the above argument in the proof of the fatonsidered problem with an average transmit set size @nstr
lowing lemma to complete the proof thatB) < %, VB € B, the per user Dok (B) can be achieved using a combination
zZt. of the schemes that are characterized as optimallin [2] for th
Lemma 3: For any message assignment satisfy[dg (3) foraases of\/ = 2B —1 andM = 2B. We note that even though
K —user channel with an average transmit set size constraim maximum transmit set size constraint may not reflect a
B, there exists an intege¥/ < {0,1,...,K}, and a subset physical constraint, the solutions [ [2] provide a usefal$et
S C [K] whose sizeS| > 22K, such that each messagehat can be used to achieve the optimal per user DoF value
in S is available at a maximum d¥/ transmitters, i.e.[7;| < under the more natural constraint on the total backhaul load
M,Vi € S. that is considered in this work.
Proof: Fix any message assignment satisfyinh (3) for a
K —user channel with backhaul constraiBit and letR;,j ¢ B. Locally Connected Networks

{0,1,..., K} be defined as in18). I5_;-,; R; < 7. then  Using a convex combination of the schemes that are optimal
more than‘Z=1 K users have a transmit set whose size is ahder the maximum transmit set size constraint can also
most2B — 1, and the lemma follows witl\/ = 2B — 1. It provide good coding schemes for the more general locally
then suffices to assume th@f:w R; > ;= inthe rest of the connected channel model that is considerediin [2], wherk eac
proof. We show in the following that there exists an integeeceiver can see interference frdnmeighbouring transmitters.
M e {0,_ ...,2B — 2} such thatzjj\io R; > 2MEL thereby More precisely, for the following channel model,
completing the proof of the lemma. . . )

Define R%,j € {0,1,...,2B} such thatR} = Ry = 75, H,; is not identically0,

* = L oyj — . . L L

and R; s5:v7 € {1,...,2B — 1}. Now, note that if and only if i € [j B {_J g [_H )

2B 2B . 1yu .
i—oR; = 1, and 3777, jR: = B. It follows that if 2 2

Rj = Rj.Vj € {0,...,2B}, and R; = O’WKZ 2B+ 1, gt 71,(B) be the asymptotic per user DoF for a locally
then the constraint ir(3) is tightly met, m% = B. connected channel defined [d (9) with connectivity paramete
We will use this fact in the rest of the proof. L. Then we can use a convex combination of the schemes that
We prove the statement by contradiction. Assume thate characterized as optimal if [2] to achieve the inner deun
Zf:w R; > R3p = 75, and thatvM € {0,1,...,2B — stated in Tablé& | for the case whefe= 1.
2},}(2].]\10 R; < 2];\10 R = 28 we know fro}r{n [(B) that
Z%EOjRj < ZjZOjR;K: B. Also, sinc_er:ORj = _
SRy = 1and Y l,,R; > Rjp, it follows that nB=1) 2>
there exists an integed/ < {0,1,...,2B — 1} such that .
Ry > Ri; let m be the smallest such integer. SincdABLE I Ach|evab_le per user DoF values for locally con-
Z;’TL:O R; < Z;’n:() R;, andVj € {0,1,...,m —1},R; < R}, nected channels with a backhaul constrz@[{i1 |T:| < K.

R; =
V. DISCUSSION ANDGENERALIZATIONS
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Now, we note that the inner bounds stated in Tdble | camd splitting the rest of the network into non-interferiirgglr
be achieved through the use of only zero-forcing transnstbnetworks (see Figutel3b). In each subnetwork, a backhaul
beamforming. In other words, there is no need for the symblolad constraint of% is imposed. For example, the following
extension idea required by the asymptotic interferenamali S ) LfJ 17l _ 3
ment scheme of_[3]. In[][2, Theore®i, it was shown that constraintis |mp.ose.d on the first row of us VK] S % )
for L > 2, by allowing each message to be available at orfe convex combination of the schemes that are characterized
shown in [2, Theorens] that the per user DoF value cannotconstraintsM = 2 and M = 3 is then used to ach!evé
be achieved through zero-forcing transmit forming fop 3. Per user DoF in each active subnetwork while satisfying a
In contrast, in Tabldll it can be seen that for < 6, the backhaul load constraint o% Since% of the subnetworks
1 per user DoF value can be achieved through zero-forcifigf active, a per user DOF dfis achieved while satisfying a
transmit beamforming and a flexible design of the backha@@ickhaul load constraint of unity.
links, without incurring additional overall load on the kheaul
(B=1).

VI. CONCLUSION

We studied the potential gains offered by CoMP trans-
C. Two-Dimensional Networks mission in linear interference networks, through a backhau

The insights we have in this work on the backhaul desigf@d constraint that limits the average transmit set sizesac
for linear interference networks, may apply in denser netwo the users. We characterized the asymptotic per user DoF,
by treating the denser network as a set of interfering line@fd showed that the optimal coding scheme relies only on
networks. For example, consider the two-dimensional netwozero-forcing transmit beamforming. The backhaul constrai
depicted in Figurd_3a where each transmitter is connectécsatisfied in the optimal scheme by assigning some messages

to four cell edge receivers. The precise channel model f§ more thanB transmitters and others to fewer thdh
a K —user channel is as follows, transmitters, where3 is the average transmit set size. We

showed that local cooperation is sufficient to achieve th& Do
_ _ _ _ _ in large linear interference networks. We also noted that th
Hi j is not identically0, if and only if characterized asymptotic per user DoF for linear interfeee

ic {j,j 1,5+ {\/EJ i+ {\/EJ i 1}_ networks can be achieved by using a convex combination of
(10) the coding schemes that are identified as optimallin [2] under

a cooperation constraint that limits the maximum size of a
For this channel model, we can show that by assigning edeansmit set, as opposed to the average as we considered in

message to one transmitter, i.e., imposing the constfging  this work. We then illustrated that these results hold in enor

1,Vi € [K], the asymptotic per user DoF is at mastand general networks of practical relevance to achieve ratesgai

the use of only zero-forcing transmit beamforming can lea&hd simplify existing coding schemes.

to at mostg per user DoF. However, under the backhaul load
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