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ABSTRACT
Mobile Ad Hoc Networks (MANETs) provide rapidly deployable
and self-configuring network capacity required in many critical ap-
plications, e.g., battlefields, disaster relief and wide area sensing. In
this paper we study the problem of efficient data delivery in sparse
MANETs where network partitions can last for a significant period.
Previous approaches rely on the use of either long range commu-
nication which leads to rapid draining of nodes’ limited batteries,
or existing node mobility which results in low data delivery rates
and large delays. In this paper, we describe a Message Ferrying
(MF) approach to address the problem. MF is a mobility-assisted
approach which utilizes a set of special mobile nodes called mes-
sage ferries (or ferries for short) to provide communication ser-
vice for nodes in the deployment area. The main idea behind the
MF approach is to introduce non-randomness in the movement of
nodes and exploit such non-randomness to help deliver data. We
study two variations of MF, depending on whether ferries or nodes
initiate proactive movement. The MF design exploits mobility to
improve data delivery performance and reduce energy consump-
tion in nodes. We evaluate the performance of MF via extensive
ns simulations which confirm the MF approach is efficient in both
data delivery and energy consumption under a variety of network
conditions.

Categories and Subject Descriptors
C.2.1 [Network Architecture and Design]: Wireless communica-
tion; C.2.2 [Network Protocol]: Routing protocols
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1. INTRODUCTION
Mobile Ad Hoc Networks (MANETs) are multi-hop networks in

which wireless mobile nodes cooperate to maintain network con-
nectivity and perform routing functions [17, 25]. MANETs enable
nodes to communicate with each other without any existing infras-
tructure or centralized administration. These rapidly deployable
and self-configuring networks have applications in many critical
areas, such as battlefields, disaster relief and wide area sensing and
surveillance.

This paper studies the problem of efficient data delivery in sparse
mobile ad hoc networks. Specifically, we focus on mobile networks
where nodes are sparsely distributed such that network partitions
can last for a significant period. Sparse networks naturally arise in
a variety of applications. For example, imagine the following hypo-
thetical disaster scenario. A severe earthquake has occurred which
collapses buildings, traps people in the debris, damages utilities
and roads, and causes fires and explosions. Under this situation,
the ability to communicate, even at low rates, is extremely valuable
for sharing vital information (such as the number and locations of
survivors, damages and potential hazards) and coordinating rescue
efforts. However, providing communication capacity is difficult.
First, fixed and stable communication infrastructure might be de-
stroyed. Even if some infrastructure is usable, most rescue partic-
ipants and victims may not have access to it. Second, available
devices such as cell phones or PDAs can only communicate within
a limited range. Due to the size of the area affected, a connected ad
hoc network can not be formed using these devices alone.

Routing in ad hoc networks has been an active research field
in recent years, producing many routing algorithms such as DSR,
DSDV and AODV [17, 25, 26]. However, most of the existing work
focuses on connected networks where an end-to-end path exists be-
tween any two nodes in the network. In sparse networks, where par-
titions are not exceptional events, these routing algorithms will fail
to deliver packets because no route is found to reach their destina-
tions. To overcome partitions in sparse networks, a straightforward
approach is to use radios with longer transmission ranges and main-
tain persistent network connectivity. However, since many mobile
nodes use batteries for power supply, the use of a long range radio
leads to excessive energy consumption. In addition, the availability
of such devices in critical scenarios would be questionable.

Previous work proposes mobility-based approaches which use
short range communication and exploit node mobility to help de-
liver data [33, 9, 21, 4, 29]. Specifically, nodes buffer and carry
packets during network partitions, and forward packets to other
nodes when they meet. This store-carry-forward paradigm is suit-
able for delay tolerant applications such as sensor data collection,
messaging and file transfer. In general, these approaches can be
classified as reactive schemes or proactive schemes. In reactive



schemes such as Epidemic routing [33], applications rely on move-
ment that is inherent in the devices themselves to help deliver mes-
sages. When disconnected, nodes passively wait for their own mo-
bility to allow them to re-connect. Since encounters between nodes
can be unpredictable and rare, these approaches suffer potentially
low data delivery rates and large delays. To increase delivery rate
and reduce delay, nodes typically propagate messages throughout
the network, which, however, exacerbates contention for limited
buffers in nodes and drains nodes’ limited energy. In proactive ap-
proaches, nodes modify their trajectories proactively for commu-
nication purposes. Li and Rus [21] propose an optimal algorithm
to compute the trajectories of nodes for minimizing message trans-
mission delay. However, as pointed out by the authors, it is difficult
to extend this algorithm to efficiently support multiple simultane-
ous transmissions.

In this paper, we describe a Message Ferrying (MF) approach
for data delivery in sparse networks. MF is a proactive mobility-
assisted approach which utilizes a set of special mobile nodes called
message ferries (or ferries for short) to provide communication ser-
vices for nodes in the network. Similar to their real life analog,
message ferries move around the deployment area and take respon-
sibility for carrying data between nodes. The main idea behind
the Message Ferrying approach is to introduce non-randomness in
the movement of nodes and exploit such non-randomness to help
deliver data. Message ferrying can be used effectively in a vari-
ety of applications including battlefields, disaster relief, wide area
sensing, non-interactive Internet access and anonymous communi-
cation. For example, in the earthquake disaster scenario, unmanned
aerial vehicles or ground vehicles that are equipped with large stor-
age and short range radios can be used as message ferries to gather
and carry data among disconnected areas. This enables rescue par-
ticipants and victims to use available devices such as cell phones,
PDAs or smart tags for communication.

In a previous paper [35], we introduced the idea of Message
Ferrying and studied its use in networks with stationary nodes.
In this paper, we consider networks with mobile nodes. We de-
velop two variations of the MF schemes, depending on whether
ferries or nodes initiate non-random proactive movement. In the
Node-Initiated MF (NIMF) scheme, ferries move around the de-
ployed area according to known routes and communicate with other
nodes they meet. With knowledge of ferry routes, nodes periodi-
cally move close to a ferry and communicate with the ferry. In
the Ferry-Initiated MF (FIMF) scheme, ferries move proactively to
meet nodes. When a node wants to send packets to other nodes or
receive packets, it generates a service request and transmits it to a
chosen ferry using a long range radio1. Upon reception of a service
request, the ferry will adjust its trajectory to meet up with the node
and exchange packets using short range radios. In both schemes,
nodes can communicate with distant nodes that are out of range by
using ferries as relays.

The Message Ferrying design is distinguished from other mobility-
assisted approaches by its explicit exploitation of non-random node
mobility and the use of message ferries, which improves data de-
livery and energy efficiency. In MF, most communication involves
short range radios. Long range radios are only used in FIMF for
small control messages, avoiding excessive energy consumption.
By using ferries as relays, routing is efficient without the energy
cost and the network load burden involved in other mobility-assisted
schemes that use flooding. Our simulation results confirm the ef-
fectiveness and efficiency of the MF schemes.
1The FIMF scheme can be adapted if nodes do not have long range
radios, however the present exposition assumes that ferries and
nodes are so equipped.
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Figure 1: An example of message delivery in the node-initiated
MF scheme.

The rest of this paper is structured as follows. Section 2 gives
an overview of the MF approach and some potential applications,
and describes the specific MF system considered in this paper. The
node-initiated and ferry-initiated MF schemes are described in Sec-
tion 3 and Section 4 respectively. Simulation results are presented
in Section 5 to evaluate the effectiveness of the MF schemes. We
discuss some related design issues and our future work in Section
6. Related work is reviewed in Section 7 and the paper is concluded
in Section 8.

2. OVERVIEW OF MESSAGE FERRYING
The Message Ferrying (MF) scheme is a proactive approach for

data delivery in sparse networks. It introduces non-randomness to
node mobility and exploits such non-randomness to provide phys-
ical connectivity among nodes. In an MF scheme, the network de-
vices are classified as message ferries (or ferries for short) or reg-
ular nodes based on their roles in communication. Ferries are de-
vices which take responsibility of carrying messages among other
nodes, while regular nodes2 are devices without such responsibil-
ity. There are many different ways to introduce non-randomness
in node movement. For example, in the node-initiated MF scheme
described in Section 3, ferries move around the deployed area ac-
cording to known routes, collect messages from regular nodes and
deliver messages to their destinations or other ferries. With knowl-
edge about ferry routes, nodes can adapt their trajectories to meet
the ferries and transmit or receive messages. By using ferries as
relays, nodes can communicate with distant nodes that are out of
range (see Fig. 1 for an example).

Message ferrying is a broad concept, with the potential for many
variations in specific design and implementation. We now explore
a few possible contexts in which message ferrying can be used ef-
fectively.

2.1 Message Ferrying Applications
We envision that Message ferrying can be used effectively in the

following four categories of applications.
Crisis-driven— This category includes battlefield and disaster ap-
plications, where fixed and stable infrastructure is limited or un-
available due to environmental conditions. For example, in a disas-
ter relief effort, nodes equipped with short range radios may move
out of range of one another. In a battlefield, equipment intended to
provide connectivity may be compromised so that it becomes inop-
erable. In either scenario, the wide physical range of the deployed
2We will use the term “node(s)” to refer to regular nodes or to both
regular nodes and ferries. The usage should be clear from the con-
text.



area may prevent end-to-end connectivity. For these settings, mes-
sage ferries enable communication that would otherwise be impos-
sible. The limitations of message ferrying, such as low throughput
and large delay as compared to connected networks, are acceptable
because the alternative is no communication.
Geography-driven — This category includes wide area sensing
and surveillance applications. While sensor networks are normally
densely deployed, there are situations where sensor networks are
inherently sparse due to the geographic span involved. For exam-
ple, in the ZebraNet project [18], sensors are attached to zebras and
used to study the behavior of wildlife. As zebras move, these sen-
sors become spread throughout the area and form a sparse network.
Other examples include DataMULE [29], SWIM [31] and the smart
tag system in [4]. In these settings, applications can tolerate signif-
icant transfer delay which makes message ferrying a suitable solu-
tion.
Cost-driven — This category includes applications that could use
other existing technologies, but where message ferries offer a cost-
effective alternative. For example, in the DakNet project [1], vehi-
cles such as buses are used to transport data between remote areas
such as villages and cities to provide store-and-forward Internet ac-
cess. A metropolitan government could include message ferries on
public buses, providing low cost metro-area messaging.
Service-driven— This category includes applications that require
a service not provided by other available networking infrastructure.
For example, message ferrying could offer a privacy or anonymity
service for message delivery that is not otherwise available, or may
be available but not trusted (e.g., in a hostile political environment).
Message ferrying allows by-passing the existing infrastructure to
obtain a different service, though with degraded performance.

2.2 MF System under Consideration
As discussed above, there are several possible scenarios in which

message ferrying can be used. Each scenario implies a particular
set of functions and capabilities for the components (ferries and
regular nodes). In this paper, we focus on the application of MF in
sparse mobile networks. Specifically, regular nodes are assumed to
have assigned tasks that involve movement in the deployment area
and limited in resources such as battery, memory and computation
power. Ferries are special mobile nodes which take responsibility
for carrying data between regular nodes and have fewer constraints
in resources, e.g., equipped with renewable power, large memory
and powerful processors. The purposes of ferries are to provide
communication capacity between regular nodes. For example, in a
college campus, buses equipped with hard disks and wireless inter-
faces can act as ferries to provide messaging service to students; in
battlefield and disaster relief environments, aerial or ground vehi-
cles can be used as ferries to gather and carry data among discon-
nected areas.

Data transmission between regular nodes is in application layer
data units calledmessages. Since nodes have limited memory, mes-
sages will be dropped when buffers overflow. In addition, each
message carries with it a timeout value which specifies when this
message should be dropped if not delivered. The setting of the
timeout value reflects the delay requirement of applications. Mes-
sage Ferrying is suitable for applications which can tolerate sig-
nificant transfer delay, such as messaging, file transfer, email, data
collection in sensor networks and other non-real-time applications.
These applications would benefit from the eventual delivery of data
even if the delay is moderate.

The design of the MF schemes is based on location-awareness
and mobility. Each node or ferry is aware of its own location, for
example through receiving GPS signals or other localization mech-

anism. The mobility of nodes and ferries can come in two varieties,
which may co-exist in the same scenario:

• Task-oriented mobility: The ferry or node mobility is deter-
mined for non-messaging reasons. For example, the route
of a campus bus acting as a message ferry is determined by
passenger-carrying concerns; a PDA is carried around by a
student moving inside a campus.

• Messaging-oriented mobility: The ferry or node mobility is
specifically designed for improving the performance of mes-
saging. For example, ferries are implemented in a subset of
robots dispersed in a disaster area, and the mobility of the
ferry robots is specifically optimized for maximizing the ef-
ficiency of messaging among the other robots.

In this paper, we focus on the case where a single ferry is used
and there are no buffer or energy constraint in the ferry. This is
the case, for example, when a shuttle bus (an airplane) acts as the
ferry to transport data in a campus (battlefield). In addition, regular
nodes are assumed to operate independently. We will discuss more
general MF systems in Section 6. In the following sections, we
will describe in detail two Message Ferrying schemes which utilize
messaging-oriented mobility of either the ferry or regular nodes.

3. NODE-INITIATEDMESSAGEFERRYING
SCHEME

In the Node-Initiated MF (NIMF) scheme, the ferry moves ac-
cording to a specific route. The ferry route is known by nodes, e.g.,
periodically broadcast by the ferry or conveyed by other out-of-
band means. Nodes take proactive movement periodically to meet
up with the ferry. Fig. 1 shows an example of how NIMF operates.
In Fig. 1(a), the ferry F moves on a known route, part of which is
illustrated. As the sending node S approaches the ferry, it forwards
its messages to the ferry which will be responsible for delivery. In
Fig. 1(b), the receiving node Rmeets the ferry and receives its mes-
sages. By using the ferry as a relay, S can send messages to R even
there is no end-to-end path between them.

In the following, we will describe the operations of NIMF and
how nodes adjust their movement to meet the ferry.

3.1 NIMF Operations
Fig. 2 shows a sketch of the node operations in the NIMF scheme.

A node operates in 4 modes: WORKING, GO TO FERRY, SEND/RECV,
and GO TO WORK (see Fig. 3 for the transitions among modes). A
node is initially in the WORKING mode and moves according to
its assigned task. The trajectory control mechanism of the node
determines when it should proactively move to meet the ferry for
sending or receiving messages. We describe this mechanism in de-
tail in Section 3.2. The node enters the GO TO FERRY mode when
it decides to go to the ferry, and approaches the ferry. When the
node detects the ferry is within its transmission range, the node en-
ters the SEND/RECVmode and exchanges messages with the ferry.
After completing message exchange or the ferry has moved out of
range, the node enters the GO TO WORK mode to return to its loca-
tion prior to the detour. Upon return to the prior location, the node
enters the WORKING mode. In addition, nodes can switch to the
SEND/RECV mode from the WORKING mode when they meet the
ferry “unintentionally”, e.g., without proactive movement. In this
case, the node returns to the WORKING mode after interacting with
the ferry.

Fig. 4 presents the ferry operations. The ferry moves on a speci-
fied route and exchanges messages with nodes when they meet. To
support this message exchange, the ferry and nodes must be able to



detour: whether the node is detouring;
mode: which mode the node is in;
1. WORKING mode

detour = FALSE;
IF Trajectory Control indicates time to go to the ferry,
detour = TRUE;
mode = GO TO FERRY;

On reception of a Hello message from the ferry:
mode = SEND/RECV;

2. GO TO FERRY mode
Calculate a shortest path to meet the ferry;
Move toward the ferry;
On reception of a Hello message from the ferry:
mode = SEND/RECV;

3. SEND/RECV mode
Exchange messages with the ferry;
On finish of message exchange or the ferry is out of range:

IF detour is TRUE,
mode = GO TO WORK;

ELSE
mode = WORKING;

4. GO TO WORK mode
Move back to node’s location prior to the detour;
On return to the prior location:
mode = WORKING;

On reception of a Hello message from the ferry:
mode = SEND/RECV;

Figure 2: Node operations in NIMF.

detect one another when they are close, e.g., by periodically broad-
casting Hellomessages. In MF, the use of the ferry releases nodes
from the responsibility of transmitting Hello messages, thus sav-
ing node energy. Specifically, the ferry sends out Hello messages
periodically using a short range radio, and nodes simply listen to
the channel to detect the ferry. When a node receives a Hello
message from the ferry, it will reply with an Echo message. Af-
ter identifying each other, the node and the ferry initiate a message
exchange conversation. The node will transmit all its buffered mes-
sages to the ferry which will be responsible for delivery. The ferry
will then deliver to the node all messages buffered at the ferry and
destined to the node.

Message forwarding in MF is simple: messages are forwarded
from the source to the ferry, and then from the ferry to the des-
tination3. This deterministic routing improves both data delivery
and energy efficiency. In sparse networks, network partitions may
last for significantly long periods and lead to buffer contention in
nodes because messages can not be removed from buffers and new
messages might be generated. In addition, flooding of messages
such as in Epidemic routing [33] generates a large number of re-
dundant messages which not only intensifies buffer contention, but
also wastes energy. In MF, the use of the ferry as a relay avoids
such buffer contention and redundant transmission problems.

3.2 Node Trajectory Control
The proactive movement of nodes to meet the ferry will gener-

ally degrade performance on the tasks that are assigned to nodes,
because the node must detour from its intended path. Thus nodes
need to strike a balance between performance gain in data delivery
and performance degradation in assigned tasks resulting from such
proactive movement. In applications where MF is useful, delivery
rate is an important metric. Thus the goal of trajectory control is

3When nodes communicate with the ferry via gateway nodes in the
cluster, messages are forwarded from the source to the destination
via a gateway nodes in the source cluster, the ferry and a gateway
node in the destination cluster.

to minimize message drops while reducing the negative impact of
proactive movement.

We propose a method for trajectory control that considers both
impact on assigned task and message drop rate. We first consider
message drops. Messages may be dropped in nodes because of
message timeout or buffer overflow, and in the buffer-unlimited
ferry because of timeout. In Section 3.3, we will describe how
nodes and the ferry maintain information about message generation
and drops. In this section, we assume this information is available
in nodes and describe how it is used for trajectory control. Specif-
ically, we consider a discrete time model, i.e., time is divided into
fixed-length slots. Node i maintains Dni (t) which is node i’s own
message drop rate during time slot t, and Df

i (t) which is the drop
rate in the ferry for destination i during slot t. Let td be the time
slot in which the node is expected to meet the ferry after proactive
movement. td can be calculated based on knowledge of the ferry
route, ferry speed and the node’s location. If the node chooses not
to meet the ferry at this time, it will incur message drops at a rate
Di(td) = Dni (td) +Df

i (td) during slot td . It may also incur future
message timeouts. Let ! be the average time between a node’s vis-
its to the ferry and T be the message timeout value in slots. Mes-
sages currently buffered in node i will be expected to reach their
destinations during slot td +!. Here instead of using !/2, the ex-
pected time a message stays at the ferry before delivered to the des-
tination, we use ! to be conservative in message drop estimation.
We also assume td is the same in the future because td depends on
the future movement of the node which is unknown. So, if the node
chooses not to move to the ferry, it will incur message timeouts at
a rate mi(td +!−T ) during slot td +!, where mi(t) is the message
generation rate during slot t. Considering both kinds of message
drops, we adopt a policy which allows a node to move to the ferry
only when

(Di(td)+mi(td +!−T ))/(Gni +Gf
i ) ≥ " (1)

is true, where " is a predefined parameter, Gni is the message gen-
eration rate in node i, and Gf

i is the message arrival rate in the ferry
for destination i. We will describe how Gni and Gf

i are obtained in
Section 3.3. By using ", this policy tries to avoid node detour in
situations where the message drop rates are low compared to the
message generation rate.

We now turn to the issue of limiting the negative impact of proac-
tive movement. The impact of proactive movement is generally ap-
plication specific and may be unknown in advance. In this paper,
we use a simplified model based on work time percentage (WTP)
to represent the impact. WTP is defined as the percentage of time a
node is free to work on assigned tasks (i.e., the node is not detouring
for message transmission or reception). To meet the needs of as-
signed tasks, we specify that a node is allowed to proactively move
to the ferry only when its WTP wi is above a predefined threshold
#.

Putting together the above factors, we determine a policy that
states that a node i modifies its trajectory only when wi > # and
Eq. (1) is true. Once a node decides to go to the ferry, it will take a
shortest trajectory to meet the ferry.

3.3 Message Drops
As described in Section 3.2, nodes determine when to meet the

ferry using information about message generation and drops. In
this section, we describe how this information is obtained. Basi-
cally, nodes and the ferry keep a history of previous message gen-
eration rates and based on that, compute the expected message drop
rate and generation rate.
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1. Move according to a ferry route;
2. Broadcast Hello messages periodically;
3. On reception of an Echo message from a node:

Exchange messages with the node;

Figure 4: Ferry operations in NIMF.

We first consider message drops in a node, say node i. Mes-
sages may be dropped for either buffer overflow or message time-
out, when buffered at a node waiting for interaction with the ferry.
For simplicity of exposition, we assume all messages have the same
size and timeout value T . Suppose the length of a time slot is $.
Let mi(t) be the message generation rate during slot t. Let Mi(t) be
the cumulative amount of messages generated over slots [1, t], or
Mi(t) = %tk=1mi(k)$. Assuming no buffer overflow, the message
timeout rate during slot t is a(t) = mi(t−T ) and messages being
dropped are generated during slot ta = t−T . Similarly, assuming
no message timeout, the message drop rate during slot t because
of buffer overflow is b(t) =mi(t), and messages being dropped are
generated during slot tb = max{k : %tj=k mi( j)$ > Bi} where Bi is
the node buffer size. In the description above, we do not consider
the cases when t < T or Mi(t) ≤ Bi for simplicity of exposition,
which can be easily handled in our model. Now we compute the
message drop rate Dni (t) for node i during slot t as follows.

Dni (t) =

 a(t) if ta > tb,
max{a(t),b(t)} if ta = tb,
b(t) if ta < tb.

(2)

For example, when ta < tb, buffer overflow occurs before the oldest
message times out. So messages are dropped because of buffer
overflow and the drop rate is b(t). Fig. 5 illustrates an example of
the computation of message drop rate.

Message drops may also occur in the ferry. Because we assume
the ferry buffer is not a limitation, these drops occur only because
messages timeout before the destination node approaches the ferry.
The ferry maintains message drop information and conveys this in-
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Figure 5: An example of message drop rate computation in
node i. Messages dropped during slot t would have arrived at
node i during either slot ta or slot tb (tb in this example).

formation to nodes. Specifically, for each destination node i, the
ferry maintains the message generation rate mf

i (t) and the cumu-
lative amount of messages Mf

i (t). The ferry then computes the
message drop rate Df

i (t) for each node i. Periodically the ferry
broadcasts a Ferry Status message to all nodes using a long
range radio and including Df

i (t) for all i. To conserve bandwidth,
the ferry may only transmit an approximate version of Df

i (t), e.g.,
including a subset of all (t,Df

i (t)) values in the messages.
Nodes also estimate their message generation rates Gni , e.g., us-

ing a sliding window that averages over past history. Gni is used
to compute the message drop rate Dni (t) for future time t. Simi-
larly, the ferry maintains the message generation rate Gf

i for each
destination node i and broadcasts this information to nodes via
Ferry Status messages.

4. FERRY-INITIATED MESSAGE FERRY-
ING SCHEME

In the Ferry-Initiated Message Ferrying (FIMF) scheme, the ferry
takes proactive movement to meet up with nodes for communica-
tion purposes. We assume that the ferry moves faster than nodes.
In addition, we assume that nodes are equipped with a long range
radio which is used for transmitting control messages. Note that
while the ferry can broadcast data to all nodes in the area, the
transmission range of nodes’ long range radios may not necessarily
cover the whole deployment area due to power constraints.

Fig. 6 shows a simplified example of how the FIMF scheme
operates. Initially the ferry F follows a specific default route and
periodically broadcasts its location to nodes using a long range ra-
dio. When a node S finds the ferry is nearby and wants to send
or receive messages via the ferry, it sends a Service Request
message to the ferry using its long range radio (Fig. 6(a)). This
message contains the node’s location information. Upon reception
of a request message, the ferry adjusts its trajectory to meet the
node. To guide the ferry movement, the node occasionally trans-
mits Location Update messages to notify the ferry of its new
location (Fig. 6(b)). When the ferry and the node are close enough,
they exchange messages via short range radios (Fig. 6(c)). After
completing message exchange with the node, the ferry moves back
to its default route (Fig. 6(d)).

4.1 FIMF Operations
Fig. 7 shows a sketch of the operations of nodes. A node can

be in two modes: DISASSOCIATED and ASSOCIATED. A node
is initially in the DISASSOCIATED mode, meaning that it has not
requested service from the ferry. The notification control mecha-
nism, discussed in Section 4.2, determines whether the node should
send a Service Request message to the ferry. After sending a
request message to the ferry, the node enters the ASSOCIATED
mode and waits for the interaction with the ferry. When a node is
in the ASSOCIATED mode, notification control determines when
to send a Location Update message to notify the ferry of the
node’s new location. In both modes, the node may exchange mes-
sages with the ferry if it is close to the ferry and receives a Hello
message from the ferry. After interaction with the ferry, the node
returns to the DISASSOCIATED mode.

Fig. 8 shows the ferry operations. The ferry operates in two
modes: IDLE and WORKING. Initially the ferry is in the IDLE
mode and follows a specific default route. It periodically broad-
casts its location information to nodes via a long range radio. Upon
the reception of a Service Request message from a node, the
ferry switches to the WORKING mode. In the WORKING mode, the
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NC: notification control scheme
mode: which mode the node is in;
1. DISASSOCIATED mode

IF NC indicates sending a Service Request message,
Send a Service Request message to the ferry;
mode = ASSOCIATED;

On reception of a Hello message from the ferry:
Exchange messages with the ferry;

2. ASSOCIATED mode
IF NC indicates sending a Location Update message,

Send a Location Update message to the ferry;
On reception of a Hello message from the ferry:

Exchange messages with the ferry;
On finish of interacting with the ferry;
mode = DISASSOCIATED;

Figure 7: Node operations in FIMF.

ferry maintains a set of nodes H that have requested service and
tries to meet these nodes to relay messages. The ferry trajectory
control mechanism will be discussed in Section 4.3. When a re-
quest is received, the ferry updates H, computes a new ferry route
and adjusts its movement to follow the new route. The ferry also
recomputes its route when a Location Update message is re-
ceived. When the ferry arrives at the location of a node reported
in its request or update messages, the ferry assumes that it has fin-
ished the visit with the node and removes it from H. The ferry
may also meet a node in H, say node i, when the ferry is on its
way to meet another node, in which case the ferry assumes it has
visited node i and removes node i from H. After updating H, the
ferry recomputes its route and moves on the new route. When H
becomes empty which means the ferry has visited all requesting
nodes, it returns to the default route and enters the IDLE mode. In
both modes, when the ferry comes close to a node, the ferry may
exchange messages with the node.

When in the IDLE mode, the ferry moves on a default route
and waits for requests from nodes. Since the transmission range of
nodes’ long range radios may be limited due to energy constraints,
a node must be close enough to the ferry in order to send a request
to the ferry. So the default ferry route should be designed to max-

H: the set of requesting nodes;
P: the ferry route in the WORKING mode;
mode: which mode the node is in;
1. IDLE mode

Set H to be an empty set;
Move on a default route;
Broadcast location messages periodically;
On reception of a Service Request message from node i:

Add i to H;
Compute new ferry route P;
mode = WORKING;

On reception of messages from a node:
Exchange messages with the node;

2. WORKING mode
Move along route P;
Broadcast location messages periodically;
On reception of a Request/Update message from node i:

Add i to H;
Compute new ferry route P;

On finish of transmission or meeting with node j:
Remove j from H;
IF H is not empty,

Compute new ferry route P;
ELSE
mode = IDLE;

On reception of messages from a node:
Exchange messages with the node;

Figure 8: Ferry operations in FIMF.

imize the chance that the ferry is close to nodes. Given nodes are
mobile and their movement is unknown in advance, it is difficult,
if not impossible, to design an optimal ferry route. In this work,
we adopt a simple approach in which the area is divided into a grid
of square cells and the ferry route is designed to “scan” through
the cells in a row-by-row order. Specifically, the ferry route moves
forward through the first row of cells, then moves backward on the
second row and repeats this back and forth pattern until all cells
have been visited, whereupon, the route returns to the originating
cell, forming a closed route. The cell size is chosen to be no larger
than

√
2Rl where Rl is the transmission range of nodes’ long range

radios. So when the ferry moves through the route, nodes at every
location in the area have a chance to send messages to the ferry.

The operations of FIMF differ from NIMF in the proactive move-
ment of the ferry, instead of nodes, and the use of long range radios
in nodes to transmit control messages. However, message forward-
ing, device discovery and message drop computation are the same
in both schemes.

4.2 Node Notification Control
In FIMF, nodes send notification messages to request communi-

cation service from the ferry using long range radios. Notification
messages can be either a Service Request message or a Lo-
cation Update message. A Service Request message in-
dicates the node’s intent to communicate with the ferry while a Lo-
cation Update message informs the ferry about the node’s new
location. Both messages include the node’s current location. Be-
cause transmission over long distance is expensive in energy con-
sumption, the goal of notification control is to minimize message
drops while considering energy constraints.

To control the transmission of notification messages, we consider
the following factors: message drops, ferry location and energy
consumption. As for message drops, we adopt a similar policy as
in NIMF. Specifically, a node sends a request message to the ferry
only when Eq. (1) is true. The only difference is in the computation
of td , the time slot in which the node is expected to meet the ferry.



In FIMF, td is determined by the ferry movement which is unknown
to nodes. In this paper, we estimate td as t0 + ct f where t0 is the
current time slot, t f is the latency for the ferry to move directly to
meet the node, and c is a constant.

We also consider the ferry’s location in notification control. Let
d f be the distance from the node to the ferry. Let Rl be the trans-
mission range of nodes’ long range radios. In FIMF, a node sends
a request to the ferry only when d f < & where & is a system pa-
rameter and & < Rl . We use & to reduce the chance that the ferry
moves out of the node’s transmission range after the node has sent
a Service Request message.

We now turn to the energy consumption issue. To achieve cer-
tain node or network life time, nodes may have some energy usage
constraints, which are generally application specific. In this paper,
we use a simplified model which limits the transmission of notifica-
tion messages. We define notification message rate (NMR) as the
average number of notification messages sent per second. To en-
force energy constraints, a node i is allowed to send a notification
message only when its NMR vi is below a predefined threshold '.

By combining the above factors, we determine a policy that states
that a node transmits a Service Request message only when
Eq. (1) is true, d f < & and vi < '.

Notification control also determines when Location Update
messages are sent to inform the ferry about the node’s new location.
Suppose that the short range radios have transmission range of Rs.
If a node has moved but is still within Rs distance from the location
it reported to the ferry, the node does not need to send an update
message to the ferry. This is because when the ferry moves to the
reported location, the ferry can still communicate with the node. In
addition, for the ferry to successfully receive the notification mes-
sages, the distance between the node and the ferry must be small
enough, i.e., d f <Rl . So a node sends a Location Updatemes-
sage only when dn > Rs, d f < Rl and vi < ' where dn is the node’s
distance to the location it reported to the ferry.

4.3 Ferry Trajectory Control
In this section, we discuss how the ferry controls its trajectory to

meet nodes with the goal of minimizing message drops. Before de-
scribing the trajectory control mechanism, we first define the ferry
route problem. Suppose P is a route that starts from the ferry’s
location and visits all nodes that have sent requests to the ferry. As-
sume that nodes remain in their locations, the ferry can compute
the latency before it visits each node in route P given the location
of these nodes and the ferry speed. Let si be the latency for node i.
Let Dni (t) be the message drop rate in node i during time slot t, and
Df
i (t) be the drop rate in the ferry for destination i during slot t.4

We define the expected message drops for route P as

DP =
k
%
i=1

si
%
l=0

(Dni (t0 + l)+Df
i (t0 + l)) (3)

where k is the number of requesting nodes and t0 is the current
time slot. So the ferry route problem can be stated as finding the
route that minimizes DP. When Dni (t) +Df

i (t) = 1 for all i and
t, this problem becomes a Minimum Latency Problem (MLP) [6]
where DP can be interpreted as the sum of latency for the ferry to
visit each node. MLP is known to be NP-hard, so this problem is
as well. In addition, since nodes are mobile, DP is only a rough
estimation of message drops. Thus we seek to develop heuristics
for ferry route design.

4Dni (t) can be measured in node i and transmitted to the ferry in
Service Request or Location Update messages.

We study the following two heuristics. The first one is the nearest
neighbor (NN) heuristic in which the ferry always visits the closest
node after it finishes meeting with a node. The second heuristic
is a traffic-aware (TA) heuristic which considers both location and
message drop information. The TA heuristic is based on local opti-
mization technique 2H-opt used in the traveling salesman problem
(TSP) [5]. However, instead of optimizing the length of the route
as in TSP, the TA heuristic tries to optimize the expected message
drops DP.

After computing a route, the ferry adjusts its movement to follow
the new route. Since nodes are mobile, there might be chances
that the ferry might miss the node it is trying to visit. Under these
situations, when the ferry moves to the location reported by the
node, the ferry assumes that it has finished the visit with the node
and recomputes its route to meet with remaining nodes. So the
operations of the ferry are not affected. Because we assume that
the ferry moves faster than nodes, the probability of these misses
would be small.

5. PERFORMANCE EVALUATION
In this section, we evaluate the performance of the Message Fer-

rying schemes through ns simulations. We first describe our sim-
ulation implementation, performance metrics and methodology in
Section 5.1. Then we evaluate both the node-initiated and ferry-
initiated MF schemes and compare their performance with that of
Epidemic routing [33]. The results confirm that the MF schemes
are efficient in both data delivery performance and energy con-
sumption in sparse mobile ad hoc networks.

5.1 Metrics and Methodology
We implement both the NIMF and FIMF schemes in ns simula-

tor. For short range communication, we use 802.11 DCF as MAC
layer and the default energy model provided in ns, i.e., 250m trans-
mission range and 0.282W transmit power. For long range com-
munication, we choose not to simulate a specific MAC protocol in
detail, but instead use a simplified model in which data transmis-
sion has no loss or delay. This simplification will not affect our
results because long range radios are only used for low rate control
messages, thus MAC contention is not a major concern. In addi-
tion, since normal transfer delay is on the order of minutes or even
hours, we can ignore transmission delay when using long range ra-
dio. We only use transmission power in regular nodes for energy
consumption computation. Energy consumption at the ferry is not
counted because the ferry is not limitated in power supply. In gen-
eral transmit power for distance d is proportional to dk where k is
the path loss exponent [28]. In our simulations, k is set to 4 and
the computation of transmit power is based on distance from the
transmitting node to the ferry. We compare the MF schemes with
Epidemic routing whose performance acts as a baseline.

We use both data delivery and energy metrics to evaluate the per-
formance of the MF schemes. The message delivery rate is defined
as the ratio of the number of successfully delivered messages to the
total number of messages generated. The message delay is defined
as the average delay between the time a message is generated and
the time the message is received at the destination. In Epidemic
routing, because multiple copies of a message may be received at
the destination, the message delay is computed based on the ear-
liest time a message is received. The message delivery rate and
message delay reflect how efficient data delivery is. To measure
energy efficiency, we use the delivered messages per unit energy
which is defined as the average amount of data delivered per unit
energy consumption. This measures the efficiency of energy usage.

We use the following default settings in our simulations, un-



Scheme Parameter Value
NIMF WTP threshold (#) 0.9
FIMF Transmission range of nodes’ long range radio (Rl ) 2000

Distance threshold for request transmission (&) 1800
NMR threshold (') 0.001

Both Avg time between a node’s visits with the ferry (!) 1000
Message drop threshold (") 0.3

Table 1: Default parameter settings

less specified otherwise. Each simulation run has 40 nodes on a
5000m× 5000m area. 25 nodes are randomly chosen as sources
which send messages to randomly chosen destinations every 20
seconds. Messages are of size 500 bytes and the timeout value
is 8000sec. Nodes move in the area according to the random-
waypoint model [17] with a maximum speed 5m/s and pause time
50sec. The node buffer size is 400 messages. In the NIMF and
FIMF simulations, a single ferry is used and the ferry speed is
15m/s. The default ferry route follows a rectangle with (1250,1250)
and (3750,3750) as diagonal points (we use a 2×2 grid in comput-
ing the default route for FIMF). In FIMF, nodes’ long range radios
transmit at 500kbps. The default settings for other parameters are
listed in Table 1.

5.2 Impact of node buffer size
We first evaluate the impact of node buffer size on data delivery

performance. We simulate the following schemes, NIMF, FIMF
with the NN heuristic (FIMF-NN), FIMF with the TA heuristic
(FIMF-TA) and Epidemic routing (ER). Fig. 9(a) shows the mes-
sage delivery rate under different node buffer sizes. NIMF and both
FIMF schemes significantly outperform Epidemic routing for all
buffer sizes. For example, when buffer size is 200 messages, all
MF schemes achieve more than 81% delivery rate while Epidemic
routing only delivers 20% of messages. This is because in the MF
schemes the proactive movement of nodes or the ferry increases
connectivity among nodes, leading to higher message delivery rate.
In addition, the MF schemes avoid the buffer contention problem
caused by flooding in Epidemic routing. As the node buffer size
increases, the message delivery rate for Epidemic routing also in-
creases but is still lower than the MF schemes.

Fig. 9(b) shows the message delay which tends to increase as
the buffer size. For Epidemic routing, the increase of delay is be-
cause messages can stay longer in buffer before being purged out
by new messages. For MF, as the buffer size increases, a node can
buffer more messages before transmitting to the ferry, thus leading
to increased delay. Epidemic routing achieves much lower delay as
compared to the MF schemes. This is because MF explicitly delays
message delivery by batching messages in nodes or the ferry, either
to increase a node’s work time percentage (in NIMF) or to reduce
energy consumption of long range communication (in FIMF).

Figure 9(c) presents the energy efficiency metric. The MF schemes
achieve better energy efficiency, by 8 to 30 times, than Epidemic
routing. So using the same amount of energy, the MF schemes can
deliver more than 8 times as many messages. Such great reduction
in energy consumption comes from the fact that messages are for-
warded in 2 hops to reach their destinations in MF. In contrast, Epi-
demic routing floods messages throughout the network, resulting in
a large number of redundant message transmissions. As the buffer
size increases, the FIMF schemes improve their energy efficiency.
This is because with a larger buffer, a node can reduce the transmis-
sion of request messages, thus reducing the overhead of long range
communication. For NIMF and Epidemic routing, the increase of
buffer size does not improve energy efficiency. In all cases NIMF

achieves better energy efficiency than the FIMF schemes because
nodes in NIMF do not need to send control messages to the ferry.

The above simulations use constant bit rate (CBR) traffic. We
also conduct experiments with bursty traffic. The MF schemes
achieve very similar performance under bursty traffic as compared
to CBR traffic. The only difference is a slight decrease in message
delivery rates. Due to space limitation, we do not present these
results in this paper. Both FIMF schemes achieve similar perfor-
mance in message delivery rate, delay and energy efficiency in all
these simulations. So in the rest of this section, we will only present
the results for FIMF-TA.

5.3 Impact of node mobility
In this section we study how node mobility affects each scheme.

We simulate three mobility models. In the random-waypoint (RW)
model, a node randomly picks a destination within the area and
moves toward the destination with a speed uniformly distributed
between 0 and a maximum speed smax. The second mobility model,
limited random-waypoint (LRW) model, is a variation of the RW
model in which when a node chooses a destination, it picks a loca-
tion within the 400m× 400m area centered at its location. So this
model tries to limit the distance of each move. The third mobility
model is the area-based (AB) model. In this model, 10 nodes are
moving according to the RW model while the other nodes move
within a randomly chosen 400m× 400m area. This model reflects
situations where most nodes tend to move within a small area. We
simulate different smax at 5m/s and 10m/s.

Table 2 summarizes the performance results. The MF schemes
outperform Epidemic routing significantly in all scenarios we study.
For example, when smax is 10m/s, both NIMF and FIMF achieve
message delivery rate of more than 84% while Epidemic routing
achieves less than 44%. The MF schemes also obtain much better
energy efficiency.

We make two observations. First, while node mobility has signif-
icant impact on the performance for Epidemic routing, both NIMF
and FIMF are much less affected by node mobility. This is be-
cause in Epidemic routing, nodes rely on their movement to meet
others. So mobility characteristics greatly affect data delivery per-
formance. For example, Epidemic routing performs better when
nodes move globally or at a higher speed. In NIMF, nodes take
proactive movement to meet with the ferry so data delivery perfor-
mance is less affected by regular node mobility. A similar argument
also applies to FIMF. Second, the performance of NIMF is affected
by node speed. This is because nodes need to proactively move to
meet the ferry. Due to the WTP constraint, nodes with a higher
speed are able to visit the ferry more frequently because they spend
less time on each detour to meet the ferry. In contrast, FIMF is in-
sensitive to node speed because it is the ferry who takes proactive
movement.

5.4 Impact of WTP threshold on NIMF per-
formance

In this section, we evaluate how the WTP threshold setting af-
fects the NIMF scheme. The WTP threshold # controls how much
time a node is allowed for proactive movement. Fig. 10(a) shows
the message delivery rate when the message timeout are 3000 and
8000 seconds. As the WTP threshold # increases, the message de-
livery rate decreases since nodes visit the ferry less frequently. The
delivery rate also decreases for smaller message timeout values be-
cause more messages would be dropped due to timeout.

Fig. 10(b) presents the message delay which tends to be unaf-
fected by the setting of #. The reason is that in NIMF, a node ex-
plicitly batches outgoing messages and tries to delay its visit with
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Figure 9: Performance under different node buffer sizes.

Mobility Model Scheme Delivery Delay Energy efficiency
(speed) Rate (sec) (KB/J)
Random NIMF 0.953 3490 306
Waypoint FIMF 0.938 3530 172

(0 - 10m/s) ER 0.437 1039 10
Limited Random NIMF 0.893 3918 289

Waypoint FIMF 0.842 4145 129
(0 - 10m/s) ER 0.127 2076 9

Area NIMF 0.842 3739 288
Based FIMF 0.883 3838 144

(0 - 10m/s) ER 0.155 1476 9
Random NIMF 0.912 3569 300
Waypoint FIMF 0.931 3691 181
(0 - 5m/s) ER 0.316 1546 10

Limited Random NIMF 0.699 3896 267
Waypoint FIMF 0.850 4091 137
(0 - 5m/s) ER 0.061 2221 6

Area NIMF 0.731 3862 271
Based FIMF 0.841 4036 137

(0 - 5m/s) ER 0.112 2239 8

Table 2: Performance under different node mobility

the ferry as much as possible. So the message delay remains the
same under different WTP thresholds.

Fig. 10(c) shows the energy efficiency metric. For both message
timeout values, energy efficiency decreases as # increases. This is
because of message drops in the ferry. As # increases, nodes are
more restricted in their movement to meet the ferry and more mes-
sages will be dropped in the ferry because of timeout. So energy
used to transmit these dropped messages from nodes to the ferry
is wasted, reducing energy efficiency. NIMF achieves better en-
ergy efficiency for larger message timeout values because of fewer
message drops.

5.5 Impact of NMR threshold on FIMF per-
formance

In this section we study how FIMF performs under different
NMR thresholds '. The use of ' is to limit energy consumption
of nodes’ long range communication. Fig. 11(a) shows the mes-
sage delivery rate when the message timeout are 3000 and 8000
seconds. Note that the x axis in Fig. 11 is the average node noti-
fication interval which equals 1/'. For 8000 second timeout, the
delivery rate remains the same under different ' because the mes-
sage timeout is relatively large, so nodes can delay the transmis-
sion of request messages without resulting in message timeout. For
3000 second timeout, the delivery rate decreases as the notification
interval increases because nodes are more restricted in sending out

notification messages, resulting in more message drops.
Fig. 11(b) presents the message delay which tends to be indepen-

dent of '. This is because FIMF explicitly delays message trans-
mission for energy saving in long range communication. Fig. 11(c)
shows the energy efficiency metric. For both message timeout val-
ues, energy efficiency increases as the average node notification
interval. This is because with a larger notification interval, nodes
wait for longer time before requesting service from the ferry and
transmit more messages on each visit with the ferry. So the trans-
mission overhead for notification messages is reduced, resulting in
higher energy efficiency. For the same reason, FIMF achieves bet-
ter energy efficiency in simulations with larger timeout values.

5.6 Impact of transmission range on FIMF
performance

We now study how the transmission range of nodes’ long range
radios affects the performance of FIMF. We simulate with message
timeout of 3000 and 8000 seconds. Fig. 12(a) shows the message
delivery rate which increases as the transmission range Rl , espe-
cially when Rl is small. This is because with a larger Rl , the default
route will be shorter and the ferry takes less time to finish one round
of the route. So the ferry will be in a node’s range more frequently,
resulting in better message delivery rate.

Fig. 12(b) shows the message delay which is unaffected by Rl .
Fig. 12(c) plots the energy efficiency metric. Energy efficiency
first increases when the transmission range Rl is small and then
drops when Rl becomes large. The reason is for small Rl , the im-
provement of energy efficiency stems from the increase in the mes-
sage delivery rate and the reduction in message drops, especially
for the case with 3000 second timeout. When fewer messages are
dropped, less energy is wasted in transmitting messages to the ferry
which will be dropped later, improving energy efficiency. For large
Rl , the improvement in message drops is small as Rl increases. En-
ergy used to transmit notification messages to the ferry becomes the
dominant factor. As Rl increases, more energy will be used in the
transmission of notification messages, resulting in lower efficiency.

6. DISCUSSION
In this section, we will discuss some related design issues in the

Message Ferrying schemes.
Multiple Ferries. In this paper, we have focused on the use of a
single message ferry to provide communication capability. We ex-
pect the MF schemes can be easily extended to the case with multi-
ple ferries. Multiple ferries can potentially improve message trans-
port capacity and robustness against ferry failures. With multiple
ferries in deployment, there is also flexibility in relaying messages
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Figure 10: Performance of the NIMF scheme under different WTP thresholds.
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Figure 11: Performance of the FIMF scheme under different NMR thresholds.

and balancing load among ferries. We are currently studying the is-
sues of cooperative routing with multiple ferries. Specifically, how
is the movement of ferries and nodes organized to improve phys-
ical connectivity among nodes? And given the ferry movement,
how are messages forwarded to improve data delivery performance
and energy efficiency?
Contention. In the MF schemes, messages are relayed via the
ferry. This may create transmission contention among nodes when
multiple nodes try to communicate with the ferry simultaneously.
When the ferry has only limited buffers, there is also buffering con-
tention among messages from different nodes. In this paper, we
consider situations where all messages are of the same importance.
Transmission contention is mainly resolved by the MAC protocol
used and there is no buffer contention. In more realistic situations
especially in crisis scenarios, given the limited connectivity be-
tween nodes and the ferry, it would be important to schedule trans-
mission such that application performance can be maximized. This
requires some information about the content of messages such as
message priority. A simple priority-based approach is as follows.
Each message is tagged with a priority number when generated.
When a node detects the ferry is in range, the node informs the
ferry about the number of buffered messages and their priorities.
The ferry then calculates a transmission schedule based on message
priority. Following the transmission schedule, the ferry will either
transmit messages to a node or polling a node which is allowed to
send its messages to the ferry after the poll message. In this way,
the ferry has complete control about how message exchange oc-
curs and reduces contention between nodes. In the FIMF scheme,
the ferry has extra flexibility of controlling the contact period with
regular nodes. We defer the study of these issues to future work.
Coordination among Regular Nodes. While this paper consid-

ers the case where nodes operate independently, regular nodes can
coordinate with each other for data delivery. For example, regular
nodes can form connected clusters. Within a cluster, one or more
gateway nodes are in charge of communicating with the ferries.
Other nodes communicate with these gateway nodes using tradi-
tional ad-hoc network routing protocols.
Long Range Communication. In the MF schemes, the ferry broad-
casts control messages across the deployment area using long range
communication. This does not pose much limitation because the
overhead is not significant due to the small size of control messages
and the low broadcasting frequency. In addition, the MF schemes
apply to situations where the ferry has a shorter radio range.

In this paper, we focus on data delivery using the ferries. In net-
works where direct communication among nodes is feasible, it may
be desirable to transmit messages using long range communication,
even with higher energy cost. For example, direct communication
can be used when messages have stringent delay requirements. It
would be interesting to study approaches that use both direct com-
munication and the MF approach to balance energy consumption
and message delay. We leave this as a topic of future work.

7. RELATEDWORK
In this section, we review related work on sparse networks and

mobility-assisted schemes. Ad hoc routing has been an active re-
search field in recent years and many routing algorithms have been
developed, such as DSR [17], DSDV [25], AODV [26], GPRS [19],
Zone routing [16], LAR [20] and CEDAR [30]. All these routing
algorithms consider connected networks where an end-to-end path
exists between two nodes in the network. Our work in this paper
differs significantly in its focus on sparse networks.
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Figure 12: Performance of the FIMF scheme under different transmission ranges.

Sparse Network Architectures. Goodman et al. [12] propose the
Infostation architecture in which wireless ports called Infostations
are geographically distributed to provide high bit-rate connections
in the their vicinities. Infostations could be placed at accessible
locations such as airport and building entrances, and do not of-
fer continuous coverage. So the Infostation architecture supports
“many-time many-where” communication.

Shah et al. [29] propose DataMULE, an architecture for collect-
ing data in sparse sensor networks. DataMULE uses mobile enti-
ties in the environment to transport data from sensor nodes to ac-
cess points. DataMULE aims to achieve energy saving in sensor
nodes by using short range radios. DataMULE is similar to the MF
schemes in its use of mobile entities to deliver data. However, its
focus on static sensors and data collection applications differs from
the MF schemes. In addition, the MF schemes explicitly utilize
non-random or controlled movement to deliver data.

Fall [11] proposes a Delay-Tolerant Network (DTN) architec-
ture to interconnect challenged networks such as sensor networks
and interplanetary networks. In many challenged networks, end-
to-end paths might not exist between nodes. DTN is based on
asynchronous message forwarding paradigm and focuses on how
to achieve interoperability among different challenged networks.
Our work complements [11] in that MF addresses how data is de-
livered in one specific kind of challenged networks, sparse mobile
ad hoc networks.

Ahmed et al. [2] introduce the use of a range extension infras-
tructure to overcome partitions in sparse MANETs. A range ex-
tension infrastructure consists of airplanes or satellites which com-
municate with gateway nodes in each cluster of the ground ad hoc
networks. While this scheme employs proactive gateway motion
for communication purposes, it differs from our MF schemes in its
reliance on the range extension infrastructure and its maintenance
of persistent connectivity between nodes.

Small and Haas [31] propose SWIM, a network architecture that
combines the Infostation architecture and the ad hoc networking
model. Specifically, by replicating and spreading data throughout
the mobile nodes in the network, this scheme can significantly re-
duce the delay until one of th replicas reaches an Infostation.

Our previous work [35] first introduces the Message Ferrying
concept and studies its use in networks with stationary nodes. We
develop efficient algorithms to control ferry trajectory to minimize
delay while meeting nodes’ data rate requirements.
Mobility-Assisted Schemes. The use of mobility to overcome
network partitions has been considered for data delivery in sparse
ad hoc networks. In general, two kinds of schemes have been pro-
posed, namely reactive schemes and proactive schemes. In reac-

tive schemes, applications rely on movement that is inherent in
the devices themselves to help deliver messages, while in proac-
tive schemes, devices move proactively and specifically in order to
communicate with others.

Epidemic routing, proposed by Vahdat and Becker [33], is a
flooding-style scheme in which nodes propagate messages to all
nodes they meet. This scheme is simple and very robust to network
partitions and node failure. The disadvantage is that it generates
a large number of redundant messages, leading to poor scalability
and high energy cost when nodes have limited buffers and energy
supplies. Davis et al. [9] proposes an improved scheme over Epi-
demic routing by exploiting node mobility statistics. Nodes esti-
mate their probabilities of meeting other nodes in the future and
drop messages selectively when buffers overflow. In the work of
[23], Nain et al. propose a Mobile Relay Protocol to take advan-
tage of node mobility to overcome partitions for message delivery.

The above schemes are reactive schemes in that when discon-
nected, nodes passively wait for their own mobility to allow them
to re-connect. Because encounters between nodes can be unpre-
dictable and rare, these schemes suffer potentially low data delivery
rates and large delays. To address these problems, Li and Rus [21]
propose a proactive scheme in which mobile nodes actively modify
their trajectories in order to transmit messages as soon as possible.
The authors propose an algorithm to compute an optimal trajec-
tory for relaying a message among nodes. However, it is difficult
to extend this algorithm to support multiple message transmissions
simultaneously.

Mobility-assisted schemes have been proposed to use in a variety
of applications. In the ZebraNet project [18], sensors are attached
to zebras and used to study the behavior of wildlife. Due to device
form factor and energy constraints, only short range radios can be
used. As zebras move, these sensors form a sparse network and
are not able to transfer data to users. Users need to move close to
the zebras, by driving a car or a plane, to collect data from these
sensors. In the DakNet project [1], vehicles are used to transport
data between remote areas such as villages and cities to provide
store-and-forward Internet access. In the work of [4], Beaufour et
al. investigate sparse sensor networks and propose to leverage the
movement of mobile individuals to disseminate data between dis-
connected sensors. Zhen et al. [8] study the problem of forming ad
hoc relaying networks over moving vehicles on highways and show
via simulations that vehicle mobility can contribute to successful
message delivery and reduced delay. Morris et al. [22] describe
CarNet, a scalable ad hoc network system on cars. It is based on
geographic forwarding and Grid location service to achieve scala-
bility. CarNet can be used for applications like traffic congestion



monitoring and fleet tracking. There is also other work on exploit-
ing mobility for security [7], location [14] and routing [10, 32].
Capacity of Wireless Networks. There is some theoretical work
on the capacity of mobile ad hoc networks. In a seminal paper,
Gupta and Kumar [15] study a model of ad hoc networks with
fixed nodes and show that when the number of nodes per unit area
n increases, the per node throughput decreases as O( 1√

n ). Gross-
glauser and Tse [13] show that with loose delay constraints, node
mobility can dramatically improve network capacity. They prove
that the per node throughput can be kept constant as the number
of nodes per unit area increases. The improvement of throughput
comes at the price of increased delay. In the work of [3, 24], the
authors study the issue of delay and capacity in mobile networks.
Topology Control. There is also some research on topology con-
trol in wireless multi-hop networks [27, 34]. This body of work fo-
cuses on adjusting the transmit powers of nodes in a multihop wire-
less network in order to create a topology with desired properties,
e.g., maintaining network connectivity. The topology control ap-
proach assumes that the transmit power can be arbitrarily adjusted
and normally tries to minimize the power used. In addition, the
topology control approach maintains constant network connectiv-
ity. In contrast, the MF scheme relies on node mobility to provide
interim, yet regular, connectivity.

8. CONCLUSION
In this paper we have studied the problem of efficient data deliv-

ery in sparse mobile ad hoc networks and presented a Message Fer-
rying approach to address this problem. MF is a mobility-assisted
approach which utilizes a set of special mobile nodes called mes-
sage ferries to provide communication service for nodes in the area.
The main idea behind the MF approach is to introduce non-randomness
in the movement of nodes and exploit such non-randomness to help
deliver data. We develop two variations of the MF scheme, de-
pending on whether ferries or nodes initiate proactive movement.
We have evaluated the performance of MF on a variety of network
conditions. Our simulation results show that the MF approach is
very efficient in both data delivery and energy consumption. For
example, the MF schemes deliver more messages (by more than
45% of all messages) and achieve higher delivered messages per
unit energy (by more than 7.5 times) than Epidemic routing.

Our future work will include addressing the issues discussed in
Section 6 as well as completion of a prototype system using PDAs
as nodes and implementing a ferry in a campus shuttle bus.
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