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Automatic speaker recognition in uncontrolled environments is a very 

challenging task due to channel distortions, additive noise and reverberation. To 

address these issues, this thesis studies probabilistic latent variable models of short-

term spectral information that leverage large amounts of data to achieve robustness in 

challenging conditions. 

Current speaker recognition systems represent an entire speech utterance as a 

single point in a high-dimensional space. This representation is known as 

ñsupervectorò.  This thesis starts by analyzing the properties of this representation. A 

novel visualization procedure of supervectors is presented by which qualitative 

insight about the information being captured is obtained. We then propose the use of 

an overcomplete dictionary to explicitly decompose a supervector into a speaker-

specific component and an undesired variability component. An algorithm to learn the 

dictionary from a large collection of data is discussed and analyzed. A subset of the 

entries of the dictionary is learned to represent speaker-specific information and 



  

another subset to represent distortions. After encoding the supervector as a linear 

combination of the dictionary entries, the undesired variability is removed by 

discarding the contribution of the distortion components. This paradigm is closely 

related to the previously proposed paradigm of Joint Factor Analysis modeling of 

supervectors. We establish a connection between the two approaches and show how 

our proposed method provides improvements in terms of computation and recognition 

accuracy. 

An alternative way to handle undesired variability in supervector 

representations is to first project them into a lower dimensional space and then to 

model them in the reduced subspace. This low-dimensional projection is known as ñi-

vectorò. Unfortunately, i-vectors exhibit non-Gaussian behavior, and direct statistical 

modeling requires the use of heavy-tailed distributions for optimal performance. 

These approaches lack closed-form solutions, and therefore are hard to analyze. 

Moreover, they do not scale well to large datasets. Instead of directly modeling i-

vectors, we propose to first apply a non-linear transformation and then use a linear-

Gaussian model. We present two alternative transformations and show experimentally 

that the transformed i-vectors can be optimally modeled by a simple linear-Gaussian 

model (factor analysis). We evaluate our method on a benchmark dataset with a large 

amount of channel variability and show that the results compare favorably against the 

competitors. Also, our approach has closed-form solutions and scales gracefully to 

large datasets. 

Finally, a multi-classifier architecture trained on a multicondition fashion is 

proposed to address the problem of speaker recognition in the presence of additive 



  

noise. A large number of experiments are conducted to analyze the proposed 

architecture and to obtain guidelines for optimal performance in noisy environments. 

Overall, it is shown that multicondition training of multi-classifier architectures not 

only produces great robustness in the anticipated conditions, but also generalizes well 

to unseen conditions. 
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Chapter 1 

 

1. Introduction 

Automatic speaker recognition is concerned with designing algorithms that 

infer the identity of people by their voices. This is a very challenging task since the 

speech signals are highly variable. The sources of variability can be classified in two 

types: intrinsic and extrinsic. When interested in making inferences about identity, 

intrinsic sources of variability include: the linguistic message, language, vocal effort, 

speaking-style, emotional and health state. Extrinsic sources are the channel 

distortions introduced by acquisition devices (e.g., telephones), and environmental 

distortions like additive noise and room reverberation.  

In order to design systems that are able to cope with such sources of 

variability in a wide number of domains, at least three key questions need to be 

addressed: i) how to train statistical models that leverage large amounts of data and 

are efficiently adapted to scenarios with limited amounts of data; ii) how to capture 

and represent diverse speaker-specific information that provides complementary 
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robustness to different sources of variability; iii) how to adaptively select the optimal 

available representation for the condition at hand. 

To partially address the first question̍and mostly due to the emphasis placed 

by the NIST speaker recognition evaluations [1]ˈthe main focus of the speaker 

recognition community in the past decade has been on coping with channel mismatch 

between speech samples. In particular, recent advances in speaker recognition are not 

necessarily due to new or better understanding of speaker characteristics that are 

informative or interpretable by humans; rather, they are the result of improvements in 

machine learning techniques that leverage large amounts of data. 

Following this trend, in this thesis we focus on the first and third questions 

mentioned above. Specifically, we advance the state-of-the-art in speaker recognition 

systems based on probabilistic latent variable models of short-term spectral 

information that leverage large amounts of data. By doing so, we are able to obtain 

significant robustness to channel mismatch as well as additive noise. 

Before continuing with a more detailed exposition of the organization of this 

thesis, the next section motivates this work by way of an example. 

1.1. Motivation  

Since 1996, the National Institute of Standards and Technology (NIST) has 

organized yearly evaluations of automatic speaker recognition systems [1]. This has 

provided a benchmark by which the technological improvements can be objectively 

assessed. The top panel of Figure 1.1 shows how state-of-the-art speaker verification 

systemsφrepresentative of the years indicated in the horizontal axisφwould perform 
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on the latest NIST evaluation data of 2010 (data recorded by both landlines and cell 

phones) [1]. The results are presented in terms of Equal Error Rate (EER) which 

corresponds to the value in which the probability of miss detection equals the 

probability of false acceptance. Notice that, according to this dataset, an 8-fold 

improvement has occurred within 10 years (from around 16% EER of a system from 

2001 to the 2% of a system from 2011).  

 
(a) 

 
(b) 

Figure 1.1: (a) Performance of the representative state-of-the-art technologies of the years in 

the horizontal axis on telephone data from the latest NIST 2010 evaluation
1
. (b) Performance 

degradation in terms of Equal Error Rate (EER) of a state-of-the-art speaker verification 

system as a function of SNR of the test data for babble and car noises. 

 

                                                 

 
1 The numbers of Figure 1.1 (a) were provided by Brno University of Technology. 



 

 

 

4 

 

The numbers in the top panel provide a context for the results shown in the 

lower part of Figure 1.1. In particular, the lower panel shows how the performance of 

a state-of-the-art system (representative of 2011) decreases as function of the signal to 

noise ratio (SNR) of the test data (for babble and car noises). A system that produces 

a 2% EER in a 20dB scenario performs at a rate of around 14% for a 6 dB SNR. In 

other words, a 6 dB SNR produces a performance degradation equivalent to the 

improvements obtained over 10 years of research. This drastic decrease in 

performance illustrates the need for robust mechanisms and motivates the work of 

this thesis. 

1.2. Dissertation Outline 

The goal of this thesis is to improve the robustness of automatic speaker 

recognition systems so that they can be deployed in challenging scenarios in which 

channel distortions, additive noise, and reverberation are present. Specifically, we aim 

at advancing the state-of-the-art in speaker recognition systemsφbased on 

probabilistic generative models of short-term spectral informationφthat leverage 

large amounts of data. 

The field of automatic speaker recognition is approximately 50 years old; with 

some of the earliest work dating back to the 1960s. A large amount of research has 

been conducted since then and great technological advances have been accomplished. 

For this reason, Chapter 2 presents a brief summary of the basic concepts in the field 

to provide a context for the work presented in this thesis. 
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A common theme among current speaker recognition systems based on short-

time spectral information is the representation of a speech utterance as a single point 

in a high-dimensional space. This representation is denoted as ñsupervectorò and all 

the systems studied in this thesis make us of it. Chapter 3 is dedicated to gaining a 

better understanding about the nature of this representation. A novel visualization 

procedure of supervectors is presented by which qualitative insight about the 

information being captured can be obtained. Based on this visualization approach, the 

Switchboard-I database (SWB-I) is used to establish a relationship between a data-

driven partition of the acoustic space and a knowledge based partition in terms of 

broad phonetic classes. 

The supervector formalism presented in Chapter 3 provides a mechanism to 

obtain a fixed-length representation of a variable length object. However, the direct 

use of this representation in a speaker recognition system is not optimal; since 

supervectors not only capture speaker-specific information but also contain a large 

amount of undesired variability entangled with the desired information. Hence, there 

is a need for a mechanism to disentangle the speaker-specific information and the 

undesired variability captured in the supervector representations. This is the objective 

of the work presented in Chapters 4, 5, and 6. The three chapters make use of 

probabilistic generative models with latent variables.  

The use of speaker recognition systems based on supervector representations 

modeled by Joint Factor Analysis (JFA) advanced the state-of-the-art significantly 

from 2004 until 2008. The main goal of Chapter 4 is to provide a connection between 

the JFA paradigm and the use of signal coding in overcomplete dictionaries learned 
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from data. Establishing this connection allowed for cross-pollination between fields 

and resulted in two algorithmic improvements over the baseline JFA system. One 

improvement came in the form of improved computation, whereas the other came in 

terms of improved recognition accuracy. 

A significant breakthrough occurred around 2010 by using a Factor Analysis 

model of supervectors as an unsupervised dimensionality reduction technique [2], [3]. 

The computed factors were denoted as ñi-vectorsò and explicit modeling of speaker-

specific and inter-session variability was performed in this lower-dimensional space. 

However, i-vectors were shown to exhibit non-Gaussian behavior and complex non-

Gaussian generative models were needed for optimal performance [4]. As an 

alternative, Chapter 5 proposes the use of two different non-linear transformations of 

i-vectors to reduce their non-Gaussian behavior. After applying either one of these 

transformations, i-vectors can be successfully modeled by a simple linear-Gaussian 

model. The proposed transformations are shown to be extremely effective and 

produce the same or even better performance as the more complex alternatives 

(Heavy-tailed models based on Studentôs t distributions) while maintaining the 

simplicity and high scalability of the linear-Gaussian models. Results are presented 

on data from the latest NIST 2010 speaker recognition evaluation. The performance 

obtained for conditions with a high degree of channel variability is state-of-the-art. 

Also working with i-vectors, Chapter 6 explores noise robustness. A novel 

multi-classifier architecture trained on a multicondition fashion is proposed to address 

the problem of speaker recognition in the presence of additive noise. A large number 

of experiments are conducted to analyze the proposed architecture, and to obtain 
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guidelines for optimal performance in noisy environments. Overall, it is shown that 

multicondition training of multi-classifier architectures not only produces great 

robustness in the anticipated conditions, but also generalizes well to unseen 

conditions during training. The latest NIST 2010 evaluation data is used to validate 

these results. 

Finally, Chapter 7 summarizes the contributions of this thesis and discusses 

future perspectives. 
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Chapter 2 

2. Speaker Recognition: A Review 

The early research on speaker recognition was almost entirely limited to 

human listening; and it was mostly motivated by the desire to produce natural 

sounding speech from speech codecs [5]. Although the synthetic speech generated by 

the vocoders was quite intelligible, it was only partially successful in carrying the 

speaker-specific information necessary to easily identify the speakers. This problem 

motivated some initial research about the factors that carry speaker-specific 

information in the speech signal [6]. 

In the midst of these studies, in the early 1960s, the influential (and highly 

controversial
2
) work of Lawrence Kersta about visual spectrographic voice 

identification was published [7]. The results of this work, the availability of digital 

computers, and the curiosity to see if machines could duplicate human performance, 

                                                 

 
2 The use of the term ñvoiceprintò, in an attempt to equate spectrograms to the characteristic patterns of human fingerprints, 

created false expectations about the reliability of visual inspection of spectrograms. Numerous criticisms have been presented 

with respect to the term ñvoiceprintò since it ignores the behavioral nature of the speech signals (see [94], [89] and references 
therein for more details). 
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motivated one of the first attempts at automatic speaker recognition by Pruzansky [8]. 

In this pioneering work, a long-term average spectrum feature vector was computed 

using a filterbank. Then, a similarity score was obtained by a simple Euclidean 

distance. Improvements upon this early work came in the form of: modified 

representations of spectral information [9]; alternative sources of speaker information 

(prosody) [10], better modeling of the temporal dynamics [11], and improved 

statistical modeling [12]. 

According to the historical review of Furui [13], the first fully automated 

large-scale (hundreds of speakers) speaker verification system with a high operational 

performance was developed by Texas Instrument. Since then, the field of automatic 

speaker recognition has attracted a lot of attention and significant progress has been 

made both in the way the speaker-information is captured as well as the statistical 

modeling techniques. A large number of reviews/tutorials have been published over 

the years. Two of the most recent ones are [14] and [13]. Also, less recent, but still 

quite instructive, are the classical reviews of Campbell [15] and Atal [5]. 

In the following, we present a succinct exposition of some basic concepts 

necessary to contextualize the work presented in this thesis (referring the reader to the 

abovementioned reviews for details). First we describe important sources of speaker-

specific information in the speech signals. Then we provide some technical 

definitions and applications of speaker recognition systems. This is followed by an 

overview of the basic constituent elements of a generic speaker recognition system. 

Moreover, the classical paradigm of speaker recognition based on Gaussian Mixture 
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Models is reviewed. Finally, we survey some of the most common techniques used to 

add robustness to speaker recognition systems. 

2.1. Speaker Specific Information in the Speech Signal 

The speech signal is produced by the interaction of three mechanisms: the 

lungs, the vocal folds in the larynx, and the articulators. The lungs produce the 

airflow that is modulated by the vibration of the vocal folds in the larynx. The 

resulting acoustic signal is further transformed by the complex orchestration of the 

articulatorsφconfigurable elements of the voice production mechanism such as the 

tongue, jaw, soft-palate and lips. Changes in the way the vocal fold vibrate (including 

no vibration), and the vocal tract shape resulting from the configuration of the 

articulators are reflected on the acoustical properties of the signal. Many outstanding 

reviews exist about speech physiology (for example, [16]). Here we will focus on 

those aspects that are particularly relevant to the identity of the speaker. 

 
Figure 2.1: Hierarchy of speaker-specific information and associated determinant factors. 

The speech signal conveys information about the physical, psychological and 

social characteristics of the speaker [17]. This information is present at different 
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levels. Figure 2.1 shows a possible hierarchical classification of these sources of 

information as well as some associated factors.  

 Human listeners use these sources of information in a natural way to 

discriminate among speakers [18]. The idiosyncratic combination of these sources 

(e.g., low pitch, peculiar timbre, unique laughter, word choice, etc) facilitates an 

accurate identification. It is the unique relationship between these features that 

characterizes an individualôs voice. Also, for human listeners, there is a big different 

in the way identification is carried out depending on the familiarity of the listener 

with the speaker (e.g., parents, spouse, children, etc) [18]. However, this distinction is 

not currently applicable to automatic speaker recognition systems. Nonetheless, the 

way automatic speaker recognition is carried out is consistent with the theory 

presented, in Chapter 6 of [18], about how humans discriminate between unfamiliar 

voices. 

 
Figure 2.2: Information-theoretic model of speech production. (Adapted from [19]). 

The underlying factors conditioning each of these sources in Figure 2.1 are 

very diverse. From a hierarchical perspective, at the lowest level, the physical 

characteristics of the individual, as well as the anatomical characteristics of the vocal 

tract, are reflected on the spectro-temporal composition of the signal. At the highest 
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level, the habits and customs learned over a long period of time are the primal factors 

in the selection of words and semantic structures to convey a message. 

Nowadays, one of the most successful frameworks for speech recognition is 

based on the formulation of the speech production chain in terms of an information-

theoretic model [20]. This perspective provides a very useful conceptual framework 

that has also permeated to the area of automatic speaker recognition [21]. From this 

framework, Figure 2.2 shows the constituent stages of the speech production chain 

along with a hierarchy of the related levels of speaker-specific information. There are 

two main types of processes involved in this chain. On the one hand, there are 

psychological processes related to the higher levels of information. On the other hand, 

the lower levels of the hierarchy are associated with physiological processes. The 

high-complexity and elevated degree of abstraction that characterizes the 

psychological processes provides a partial explanation about the difficulty involved in 

the automatic extraction of the associated sources of speaker-specific information. 

Analyzing Figure 2.2 in detail we can observe that the starting from an 

intended message M, the speaker selects a sequence of words W (modeled by the 

linguistic channel). At this level of abstraction, there are potential sources of speaker-

specific information such as the particular tendencies to convey meaning as well as 

the conversational patterns of an individual [22]. Moreover, with respect to the 

linguistic channel, the particular word selection to convey a given message is also a 

potential source of information. Therefore, at the lexical level, the patterns of word 

usage of an individual speaker project its identity on the signal [23].  
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Following the linguistic channel, the articulatory channel transforms a discrete 

sequence of words into a continuous speech signal S in accordance with a set of 

phonological rules [24]. This stage is very rich in speaker-specific information [19]. 

The distinctive characteristics introduced at this stage belong to the levels of 

phonetic, prosodic and spectral information. The sounds produced in this stage are the 

results of physiological activities involving the interaction of the nervous system and 

the muscles. The orchestrated movements of the articulators transform the airflow to 

generate the acoustic signal S that passes through the acoustic channel to produce the 

measured speech signal A. This acoustic channel models both the physiological 

characteristics of the speaker as well as the extrinsic sources of variability such as the 

transmission channel and environmental noise. 

Representative examples of the practical application of high level sources of 

information in recognition systems are the use of: conversational patterns [22]; lexical 

ideolects [23]; phonotactics [25]; and prosodic information [26].  

Despite the availability of high level sources of speaker recognition, the vast 

majority of current automatic recognition systems relay mostly (if not uniquely) on 

low level information represented in terms of short-term spectro-temporal patterns of 

energy allocation. This is mostly due to the fact that the performance of systems 

based on spectral information is (at least) an order of magnitude better than the most 

competitive systems based on higher level information (see [27] for example). Also, 

in order to obtain a reliable model of the speaker based on higher levels of 

information, the amount of necessary speech is much larger than in the case of 

spectral information [21]. Nonetheless, the diversity of representation brought by the 



 

 

 

14 

 

use of multiple sources of information is an effective way to obtain robustness to 

environmental noise and channel distortions [27]. In this thesis we focus on low level 

information and achieve robustness by improving the statistical models and the 

representation of the spectral information. 

2.2. Automatic Speaker Recognition: Definitions and 

Applications 

The term speaker recognition is normally used in a generic way in the speaker 

recognition community. It refers to any mode of operation that involves inferring the 

identity of a speaker. Within this generic term we can further differentiate between 

two particular tasks: 

¶ Speaker identification: This mode of operation is concerned with 

associated an unknown with one particular speaker within a predefined 

set of speakers. Depending on the nature of the set it can be subdivided 

between open-set and closed-set identification. In the open-set 

situation it is possible that the observed speech sample might not 

belong to any of the predefined set of speakers. On the contrary, 

closed-set identification assumes that the observed sample belongs to 

one of the speakers in the set. Notice that open-set identification is 

more involved since it is necessary to establish a mechanism to 

determine if the test sample really belongs to any of the available 

speakers. 
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¶ Speaker verification: This mode of operation corresponds to a two-

class (binary) classification problem in which we are interested in the 

question of whether a collection of utterances belong to the same 

speaker or not. Traditionally, a subset of utterances is collected in an 

initial enrollment stage and a statistical model of the speaker is built 

based on that data. Then the test utterance is compared against the 

model to produce a verification score. If the score is larger than a 

threshold (defined based on the application at hand) then the collection 

of utterances used for train and the test utterance are considered to 

come from the same speaker. 

Another important difference between speaker recognition systems is based 

on the characteristics of the spoken text. In particular we can differentiate between the 

following: 

¶ Text-dependent: In this scenario, the same speech content is required 

in all the utterances in order to produce a similarity score. Typical 

examples of this mode of operation are the use of a user PIN number 

or password. Alternatively, instead of requiring a fix utterance, a text-

prompted strategy can be used in which the user is asked for a 

collection of words or short phrases from a predefined collection. 

Also, given two speech samples of unconstrained text content, an 

automatic speech recognition system can be used to find multiple 

occurrences of the same ñtokenò and then perform text-dependent 

recognition based on them. This strategy assumes that there is enough 
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speech such that the probability of having multiple occurrences is 

high. 

¶ Text-independent: This modality does not impose any constraints in 

the linguistic content of the speech samples involved in the verification 

process. It is therefore less restrictive and also presents more 

challenges due to the lack of control over the content. 

The particular choice of verification/identification and text-dependent/-

independent will mostly depend on the particular application of the speaker 

recognition system. A possible grouping of applications follows: 

¶ Authentication: This is the typical application for which a password 

would be use. Instead, a speaker verification system can be used to 

obtain access to a physical facility or login into any internet site. 

¶ Content indexing: In this context the speaker recognition system is 

used to automatically index a multimedia collection (i.e., broadcast 

news, audio book archives, movies, etc) to facilitate searching and 

accessing content. 

¶ Forensic application: In this context the similarity between speech 

samples is used as evidence for investigative purposes or in a court of 

law. The improved performance of the recognition systems is 

attracting more attention to this kind of applications [28]. 

In the next section we introduce the typical structure of a speaker recognition 

system. 

 



 

 

 

17 

 

2.3. Structure of Speaker Recognition Systems 

The problem of speaker recognition, like the majority of problems in pattern 

recognition, can be divided into two parts: feature extraction and similarity 

computation. The feature extraction part is also denoted as ñfront-endò and the 

similarity computation as ñback-endò.  

The ultimate goal of the front-end is to generate a representation from the 

speech signal that emphasizes the speaker-specific information while removing any 

undesired variability. This can be stated more formally in the following list of 

desiderata [29]: 

¶ Efficient representation of speaker-specific information (i.e., small 

within-speaker variability and large between-speaker variability) 

¶ Easy to compute 

¶ Stable over time 

¶ Occur naturally and frequently in speech 

¶ Not be susceptible to mimicry 

¶ Robust to environmental distortions 

Usually, a speech utterance is converted into a sequence of feature vectors by 

densely sampling the signal in regular temporal intervals. In the case of low level 

spectral information the speech signal is analyzed using a short-time running window 

of approximately 20 to 40 ms that is shifted over time in 10 ms increments. The short-

time segment of speech is normally denotes as ñspeech frameò and correspond to 

pseudo-stationary segments of speech. Among the most typical parameterizations of 

the information contained on a speech frame we find: 
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¶ Linear Prediction Cepstral Coefficients (LPCC) [30]: Based on a 

Linear Predictive Coding (LPC) [31] analysis of the speech frame, the 

set of prediction coefficients (typically 10 or 12) is transformed into a 

set of cepstral coefficients. The LPC analysis is based on an all-pole 

model of the speech signal that provides an efficient parametric 

representation of the spectral envelope. 

¶ Perceptual Linear Prediction (PLP) [32]: Based on LPC analysis of 

a speech frame with several psychophysically based spectral 

transforms inspired from models of human perception. The 

transformations provide a small degree of robustness. 

¶ Mel-Frequency Cepstral Coefficients (MFCC) [33]: Based on 

Fourier analysis of the speech frame and followed by a reduction of 

the frequency resolution by means of spectral integration using a 

collection of triangular filers spaced according to a mel-frequency 

scale. The output of the filters is mapped into the logarithmic domain 

and then projected onto a Discrete Cosine Transform (DCT) basis to 

reduce the correlation between the coefficients. 

Each of the features described above can be finely tuned for the application at 

hand by optimizing the configuration of the building blocks of the feature extraction 

process. As an illustration, Figure 2.3 shows the typical signal processing chain used 

to compute MFCCs for speaker recognition.  
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Figure 2.3: Signal processing chain of a conventional configuration of MFCCs for speaker 

recognition along with visual representations at three different points. 

The first step involves computing a spectrogram based on the Short-Time 

Fourier Transform (STFT) that is applied over 20 ms windows with a 10 ms temporal 

increment. A lower resolution version of the spectrogram is obtained by averaging the 

spectral components of adjacent frequencies of the spectral slices (i.e., FFT 

coefficients of a speech frame) of the spectrogram. This spectral integration results in 

a dimensionality reduction and is performed according to a mel-frequency spacing of 

a collection of triangular filters [33]. For example, in the case of an 8 KHz sampling 

rate (4 KHz of speech bandwidth) the number of FFT coefficients is 128 and the 

number of mel-filters is typically 24.  

Moreover, the output of the mel-filters is transformed into the logarithmic 

domain and projected into an orthogonal DCT basis. In practice, the first coefficient 

of the DCT (which corresponds to the geometric average of energy in dBs) is either 
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discarded or sometimes replaced by the normalized log-energy of the speech frame. 

Also, only a subset of the remaining higher-order coefficients is preserved.  

For speaker recognition applications it is customary to keep a larger number 

of DCT coefficients than for speech recognition (i.e., 19 coefficients as opposed to 

13). By keeping a larger number of coefficients the details of the spectral envelope 

are represented with more accuracy.  

Finally, temporally-steady spectral distortions are removed from the 

coefficients by applying normalizing transformations (see Section 2.5 for typical 

options), and a larger temporal context is obtained by computing first (delta) and 

second order (delta-delta) differences with the adjacent frames (normally a span of 2 

frames from the left and right). In this way, an initial vector with 19 base DCT 

coefficients plus log-energy would result in a vector of 60 MFCCs by appending the 

delta and double-delta components to the base coefficients. Therefore, the final result 

corresponds to a temporal sequence of 60 dimensional MFCCs computed every 10 ms 

from temporal spans of around 100 ms. 

Once a mechanism to extract information from a speech utterance is in place, 

the back-end is responsible for computing a similarity score between different 

utterances. There are two phases in the use of the back-end system: training and 

evaluation.  

During the training phase, data from a particular speaker is used to build a 

model. It is also possible to require a large collection of utterances (development 

data) from a background population of speakers in order to build the speaker model 

(an example of this is given in the next section). Once a model is available, the back-
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end can operate in the evaluation mode and produce a similarity score between a 

speakerôs model and a sample test utterance. Depending on the strategy used to 

construct the model, the score will have a probabilistic interpretation or it will simply 

quantify the similarity or distance between two speech samples. In both cases a higher 

number indicates a higher similarity.  

A possible partition of back-end types in terms of the training paradigm is 

between non-probabilistic and probabilistic models. The non-probabilistic models 

use the training data to build a discriminative function that directly maps the input 

data into a similarity score (or class label in case of hard-decisions). A typical 

example of this approach that has been very successful in the speaker recognition 

community is the use of Support Vector Machines [34], [35]. In the case of 

probabilistic models, a further differentiation can be made between generative or 

discriminative [36] approaches. The main distinction between these two subclasses is 

that generative models attempt to model the class-conditional distributions, whereas 

the discriminative models target the posterior distribution of the classes directly. 

Notice that the class-conditional can be used along with the prior distributions to 

obtain the posterior probabilities using Bayesô rule. However, directly attempting to 

model the posterior distributions typically results in a smaller number of parameters 

[36] which may produce better estimates for a given fixed dataset.  

All the speaker recognition systems presented in this thesis belong to the class 

of probabilistic generative models. Also, all of them evolved from the classic 

paradigm introduced by Reynolds et al. [37] based on adapted Gaussian Mixtures 

Models. For this reason, we review this paradigm in the next section. 
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2.4. Adapted Gaussian Mixture Models 

The state-of-the-art systems discussed in this thesis evolved from the classic 

paradigm of Maximum a Posteriori (MAP) adapted Gaussian Mixture Model (GMM) 

introduced by Reynolds et al. [37]. As illustrated in Figure 2.4, this scheme can be 

seen as a likelihood ratio (LR) detector between a GMM model of a given speaker, 

and an average background GMM model, the so called Universal Background Model 

(UBM).  

 
Figure 2.4: Speaker verification system based on likelihood ration between MAP-adapted 

speaker model and Universal Background Model GMM. 

The UBM model is trained from a large collection of data using a Maximum 

Likelihood (ML) objective by the Expectation-Maximization (EM) algorithm [38]. It 

serves two purposes. The first one is to provide a model of a ñgenericò average 

speaker that will be used to compute a likelihood ratio. The second one is to provide a 

prior distribution to perform Maximum a Posteriori training of the speaker model 

[39]. Specifically, the parameters of the UBM are used to define the hyper-parameters 

of the conjugate prior distributions used for each of the Gaussians in the GMM of the 

speaker. Although it is possible to adapt all the parameters of the UBM (i.e., weights, 

means and covariance matrices) it is customary to only adapt the means of the 

Gaussian. This strategy (only adapting the means of the GMM from the UBM) has 



 

 

 

23 

 

been proven empirically optimal by many researchers in the field for applications in 

which the amount of data available to train a speaker model is in the order of minutes 

[37]. Conceptually, this implies that the speaker-specific information contained in the 

training utterance is only encoded in the mean parameters of the speakerôs GMM. 

That is, the particular ways in which a given speaker differs from a generic average 

speaker represented by the UBM are completely captured in the differences between 

the means of the UBM and the mean-only MAP-adapted speaker GMM.  

Figure 2.5 illustrates this principle. The left picture depicts the configuration 

of a 3-mixture UBM that has already been trained in a two-dimensional feature space. 

On the right picture, the green crosses represent the feature vectors of the speakerôs 

training utterance (e.g., MFCCs). Then, the GMM of the speaker (solid ellipsoids) is 

obtained by Bayesian adaptation of the means of the UBM [37]. Notice that only the 

means of the two Gaussians that are close to the observed data (responsible for the 

data) are adapted while the third one remains the same. Hence, for regions of the 

feature space in which no data is observed during training, the speaker model backs-

off to the prior knowledge captured by the UBM (average generic speaker).  

 
Figure 2.5: MAP adaptation of the means of the UBM based on observed data from speaker. 

Note that only the means of the mixtures responsible for the data are moved. 
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2.5. Undesired Variability and Compensation Approaches 

As described in Section 2.1 the speech signal is the result of a complex 

process that involves respiratory, laryngeal, and vocal tract movements. This gives 

speakers a lot of degrees of freedom to alter their voices along dimensions such as: 

loudness, pitch, articulation rate, voice quality, etc. Moreover, the properties of a 

particular speech utterance vary along these dimensions as a function of a large 

collection of factors: phonetic content, language, speaking-style, environment, 

emotional state, health, etc.  In this way, it is possible that a speaker never produces 

an utterance in the exact same way twice. Differences within a single speaker across 

occasions and utterances are called intraspeaker or intrinsic variability.  

Besides the intrinsic variability, there are other factors of extrinsic variability 

such as the channel distortions introduced by acquisition devices (e.g., telephones), 

and the environmental distortions resulting from additive noise and room 

reverberation. The combination of both intrinsic and extrinsic variability is 

collectively referred to as intersession variability.  

The success of a speaker recognition system relies on its ability to determine 

whether the nature and extent of the observed differences between two speech 

samples is better explained by the intersession variability (in which case the two 

utterances would belong to the same speaker) or by the interspeaker variability that 

arises from the speaker-specific information in the speech samples. To facilitate this 

judgment and improve the performance in a wide variety of application domains, the 

speaker recognition systems need mechanisms that suppress or attenuate the 

intersession variability.  
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One way to characterize these techniques is based on the domain in which 

they are applied: feature domain or model domain. Since most of the work in this 

thesis is based on improvements over model domain techniques, or transformations of 

latent variables from probabilistic generative models, we defer their exposition to 

Chapters 4, 5, and 6.  

The following is a necessarily incomplete but representative list of the most 

widely used techniques for speaker recognition in the feature domain: 

¶ Cepstral mean normalization (CMN) [30]: This technique is aimed 

at reducing the effects of convolutive noise from the channel. It is 

based on the principle that a convolutive distortion in the time domain 

is transformed into a constant offset into the cepstral domain. 

Therefore, by removing the mean of each cepstral coefficient the 

effects of the channel (assuming is not time-varying) are ameliorated. 

¶ Relative Spectral filtering (RASTA)  [40]: Based on knowledge 

about the dominant components of the modulation spectrum of the 

speech signal, the RASTA filter is designed as a band pass filter to 

eliminate the very slow changing components (convolutive noise) as 

well as the rapidly changing components (additive noise).  

¶ Feature Warping [41]: This technique is aimed at reducing the effects 

of additive and convolutive noise by applying a nonlinear 

transformation that transforms the empirical distribution of each 

cepstral coefficient to a Gaussian distribution (Gaussianization). It is 



 

 

 

26 

 

normally applied using a running window of around 3 seconds of 

duration. 

¶ Feature Mapping [42]: This is a data-driven technique that uses a 

collection of UBMs trained on data from a discrete set of distortions 

(i.e., cell phone speech, reverberant speech) to learn an inverse 

mapping of the distorted cepstral coefficients. This technique, along 

with its model domain counterpart [43], can be regarded as discrete 

versions of the state-of-the-art approaches based on Factor Analysis. 

All the techniques mentioned above can also be combined with the model 

domain techniques that will be described in Chapters 4, 5, and 6. 

2.6. Chapter Summary 

In this chapter we presented a compact exposition of the basic concepts 

necessary to contextualize the work presented in this thesis. First we described the 

process by which speech signals are generated and the important sources of speaker-

specific information they carry. Then we provided technical definitions about 

different speaker recognition modalities such as verification and identification, as 

well as the notions of text-dependent and text-independent Also, we listed the most 

typical applications in which they are used. This was followed by an overview of the 

basic constituent elements of a generic speaker recognition system. Moreover, the 

classical paradigm of speaker recognition based on Gaussian Mixture Models was 

summarized. Finally, we surveyed some of the most common techniques used to add 

robustness to speaker recognition systems that work in the feature domain. 



 

 

 

27 

 

Chapter 3 

3. Supervector Representations 

3.1. Introduction  

A common theme among current speaker recognition systems based on short-

time spectral information is the representation of a speech utterance as a single point 

in a high-dimensional space. This representation is denoted as ñsupervectorò (SV) and 

all the systems studied in this thesis make us of it.  

In this chapter we first provide some background knowledge and review the 

process used to map a sequence of feature vectors into a supervector. We then present 

a novel procedure for the visualization of supervectors by which qualitative insight 

about the information being captured can be obtained. Based on this visualization 

approach, the Switchboard-I database (SWB-I) is used to study the relationship 

between a data-driven partition of the acoustic space and a knowledge based partition 

in terms of broad phonetic classes.  
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3.2. Background 

Obtaining fixed-size representations of variable-length objects is a pervasive 

technique among many pattern recognition applications [44], [45], [46]. The 

widespread use of these techniques stems from the fact that mapping variable-length 

objects into the same vector space facilitates the use of standard pattern recognition 

techniques. For example, we might be interested in classifying emails as spam/not-

spam, and most likely, each email will have a different number of words. In this 

context, one of the best known examples of these techniques is the use of ñbag-of-

wordsò representations to describe documents [44]. This approach maps a document 

(considered as an unordered collection of words) into a fixed-length vector whose 

size equals the cardinality of a predefined vocabulary, and whose entries corresponds 

to the number of times each word appears in the document. Note that documents with 

different number of words are mapped into the same fixed-size space. This allows 

direct comparison between objects whose initial representation was of different size.  

The same concept has also been applied to domains where the notion of 

ñwordò is not immediately apparent. For example, visual object categorization based 

on images of different sizes (i.e., different number of pixels) [45]. These approaches 

construct ñvisual wordsò by describing an image as a collection of patches (e.g., 5x5 

pixel blocks) and performing some form of clustering to obtain a discrete set of 

codewords (i.e., cluster centroids). The predefined visual vocabulary (dictionary) is 

typically learned from a large collection of images representative of the task at hand. 

Once the vocabulary is set, the patches of a given image are clustered into the visual 

words and the image is represented as a histogram of the counts of each visual word. 
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In this way, we can highlight four important stages of these methodologies with 

examples from visual object categorization: 

Á Patch formation: The first step in this stage is the definition of a sampling 

grid from which the patches will be extracted. Two typical approaches are the 

use of uniform densely-sampled grids [47], or sparsely-sampled grids based 

on regions of interest (keypoints) [45]. Also the size of the patch is an 

important design variable. 

Á Feature representation: This stage transforms the patch content into a 

feature vector. A desired property of these feature vectors is robustness to 

typical sources of variability. SIFT descriptors [48] are commonly used for 

this reason in the vision community. 

Á Dictionary construction: This stage uses the feature vectors from a large 

collection of training data to obtain a discrete set of codewords that will be use 

to represent new images. Typically, the ὑ-means algorithm is used to cluster 

the feature vectors of the training data into ὑ codewords that will define the 

dictionary [49]. 

Á Object representation: Once the dictionary is defined, an object (e.g., image) 

is represented as a fixed-size vector of codeword counts. 

It is important to remark that the ordering of the data beyond the patch size is 

completely ignored by this representation (spatial structure for images or temporal 

structure for speech or text).  

In the following section we describe how this general technique has been 

particularized (in the field of speaker recognition) to represent speech utterances. 
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3.3. From Sequences of MFCCs to Supervectors 

As described in Section 2.3, the short-time spectral information in a speech 

signal is normally represented as a sequence of MFCCs. In this way, the notions of 

patch formation and feature representations described in the previous section are 

encapsulated in the way MFCCs are computed.  In particular, the most typical setups 

in speaker recognition use 20 ms Hamming windows with 10 ms increments to 

compute the STFT.  Hence, a MFCC feature vector comprising Delta and Double-

Delta coefficients (with a span of two frames each) will contain Ὕ ω frames, which 

corresponds to a patch of 100 ms of speech. Note that this patch size is in the time 

scale of phonetic units in English [50]. 

Alternatively, considering the 2-D spectro-temporal representation of Mel-

filterbank energies with ὅ channels (typically ὅ ςτ) as the initial representation, a 

2-D spectro-temporal segment of dimensions (ὅ Ὕ ςτω) corresponds to the 

notion of patch. Moreover, the information contained in this spectro-temporal patch is 

compressed into a feature vector of MFCCs (normally 39 to 60 coefficients); thus, 

obtaining a compact representation for subsequent processing. The top left part of 

Figure 3.1 illustrates this process. 

Once the notions of patch formation and feature representation are 

established, the next step is to define a dictionary. Unlike in the case of visual object 

categorization mentioned above, the strategy followed to compute speech 

supervectors is not based on hard-clustering thru ὑ-means; instead, a soft-clustering 

of the acoustic space spanned by the MFCCs is performed using a GMM-UBM. 

Therefore, the ñacoustic wordsò of the dictionary correspond to the means of each 
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Gaussian mixture. In practice, the typical number of mixtures of the GMM-UBM 

used to construct the dictionary is either 1024 or 2048.  

The use of a GMM-UBM to perform a soft partition of the acoustic space is a 

natural choice in the context of speaker recognition; mostly because the classic 

recognition architecture is based on a GMM-UBM (see Section 2.4). A large 

collection of training data (typically 10 or 20 hours of data from around a thousand 

speakers) representative of the task at hand is used to train the GMM-UBM in a ML 

fashion. Normally, a few iterations of the EM algorithm (10 to 15 iterations) are 

enough to obtain a successful GMM-UBM. 

Once a GMM-UBM is trained, ʇ ύ ȟά ȟɫ , a speech utterance 

parameterized in terms of sequences of MFCCs, ַײ έ  with έᶰᴙȟ is 

mapped into two supervectors (Figure 3.1 illustrates this process). The first 

supervector is denoted as the supervector of counts, and is constructed by appending 

together the soft-counts of the GMM. More formally, given the GMM-UBM ʇ  

and a feature vector έ, the responsibility of mixture Ὧ for the observation frame έ, at 

time ὸȟ is given by: 


ύ ﬞ ÏȠά ȟɫ

В ύ ﬞ ÏȠάȟɫ
 Ȣ (3.1) 

Moreover, the soft-count for mixture Ὧ is obtained by summing the responsibilities 

over all frames: 

ὔ Ȣ (3.2) 

Then, the supervector of counts is formed as ὔ ὔ ὔȣὔ Ȣ  



 

 

 

32 

 

The second supervector is denoted as the supervector of means, and for each 

mixture component is computed as the weighted average of the observed data; with 

the weights corresponding to the responsibilities of the mixture for each frame: 

‘
ρ

ὔ
 έȢ (3.3) 

Then the supervector is obtained by appending the means for each mixture 

component as: ‘ ‘ ‘ȣ‘ Ȣ  

 
Figure 3.1: Computation of supervector of counts and means from the temporal sequence of 

mixture responsibilities for each MFCC vector. 

Figure 3.2 provides an alternative view of the process followed to compute 

both supervectors (assuming that the acoustic space is two-dimensional). Notice that 

instead of just creating a supervector of means ‘ȟ a supervector of offsets — is created 

by centering ‘ around the supervector of GMM-UBM means ά ά  ά ȣά Ȣ 

In this way, the information encoded in the supervector of offsets highlights how a 

particular speaker differs from an ñaverageò speaker (represented by the GMM-
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UBM) in the realization of the particular sounds that are being modeled by the 

corresponding GMM mixture. In particular, one can think of the GMM-UBM as an 

unsupervised data-driven mechanism to define regions of short-term patterns of 

spectral allocation of energy that occur very frequently. Then, considering the mean 

of each GMM component as an average ñcanonicalò realization of the patterns 

represented by a region, the supervector of offsets encodes the characteristic way a 

particular speaker realizes those patterns.  

Moreover, the supervector of counts represents the relative frequency with 

which a speaker produces those patterns. Hence, the counts will be highly dependent 

on the linguistic content (i.e., influenced by the statistical distribution of occurrence 

of the different sound of a language). However, they also encode the reliability of the 

corresponding components of the offset supervector; since the more often we observe 

a similar repetition of the same pattern, the more we can believe that it is a reliable 

descriptor of how a speaker realizes a patter over multiple instantiations. 

In order to gain a better understanding of the information being captured by 

the supervector of offsets, it is important to answer the following question: Is there 

any relationship between a data-driven partition of the acoustic space and a 

knowledge-based partition? Answering this question will help understand the nature 

of the partition of the acoustic space, and therefore, the characteristics of the speaker-

specific information represented in a supervector of offsets. 

In the rest of this chapter we address this question in two different ways. First, 

we propose a novel technique for the visualization of supervectors of means. This 

visual representation provides qualitative insights into the information being captured. 
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Second, we conduct a quantitative analysis between the correspondence of an 

unsupervised data-driven partition of the acoustic space of MFCCs and a knowledge-

based partition in terms of broad phonetic classes. 

 
Figure 3.2: Computation of supervectors of counts and data means using a GMM-UBM to 

partition the acoustic space of MFCCs. 

3.4. Experimental Setup 

In this section we present the details about the dataset used for our analysis as 

well as the configuration to obtain a GMM-UBM and the supervectors. 

3.4.1. Switchboard-I Database 

The Switchboard-I database is comprised of conversational speech between 

two speakers recorded over landline telephone channels with a sampling rate of 8 






































































































































































































