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Channel Access Algorithms with Active Link
Protection for Wireless Communication Networks
with Power Control
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Abstract—A distributed power-control algorithm with active  can incorporate user-specific SIR requirements and yield min-
link protection (DPC/ALP) is studied in this paper. It maintains  jmal transmitter powers to satisfy them. It converges geomet-
the quality of service of operational (active) links above given a1y fast, when the users have compatible SIR requirements.
thresholds at all times (link quality protection). As network H ’ he ch | the SIRs of
congestion builds up, established links sustain their quality, QW_eVe“ as new users try to access the C_ annel, the SO
while incoming ones may be blocked and rejected. A suite of €Xisting ones may fluctuate below the required thresholds and
admission control algorithms, based on the DPC/ALP one, is also cause inadvertent dropping of ongoing calls [23], [25]. If the
studied. They are distributed/autonomous and operate using local S|R requirements are infeasible, the algorithm will diverge (in
interference measurements. the unconstrained power case). More recently developed algo-

A primarily networking approach to power control is taken here, - - .
based on the concept of active link protection, which naturally sup- rithms on constrained power control [16], [27], [28] utilize var-

ports the implementation of admission control. Extensive simula- 10US techniques for dealing with the infeasibility problem.
tion experiments are used to explore the network dynamics and in-  In this paper, we take a networking approach to the design of

vestigate basic operational effects/tradeoffs related to system per- power control algorithms, where the issue of admission control
formance. is made central. We introduce an active link protection (ALP)
Index Terms—Admission control, multiple access, power con- mechanism, which sustains the SIR of active links above re-
trol, radio channel access, wireless networks. quired thresholds, as new links are accessing the channel. In-
tuitively speaking, new links power up gradually (in a guarded
manner) while active ones are endowed with an SIR protec-
] _tion margin, which cushions the effect of increased interference
DAPTIVE control of transmitter powers allows communiye to new links entering the channel. This becomes clear in
cation links to be established in a channel, using minimugRe following sections. Initial efforts in exploring this approach
power to achieve required signal-to-interference ratios (SIR) fgare partially presented in our earlier works [9], [10], [30] and
flecting given quality of service (QoS) levels. Interference mitiy high-level review in [21].
gation increases network capacity through higher channelreusqp [17] an alternative interesting approach was later inves-
Early works on power control [1], [2] focused on balancinggated for admission-centric power control. Considering the
(equalizing) the SIRs on all radio links, maximizing thgpjink (the downlink is analogous) of a cellular architecture,
minimum SIR through centralized operations. Later, dighe idea in [17] is that a single incoming mobile, seeking
tributed SIR-balancing algorithms [3], [4] were developedygmission into a specific channel, monitors pilot tones from
The SIR-balancing approach makes difficult to differentiatgy| the interacting base stations in that channel in order to
link QoS requirements and guarantee them. In a dynamjtaasyre the base-to-mobile (downlink) power gains. It then
network environment, it may require removal of some activgssumes that those are equal to the mobile-to-base uplink power
links to increase the QoS on others [15]. Other algorithms C8Rins (reciprocity assumption). Moreover, feach existing
exercise admission control [5], [6], [14] and provide differenygpjle-to-base uplink in the channel, the following information
tiated QoS guarantees, but require some degree of centralizegommunicated tall other uplinks in the channel, including
decision-making. the new one considered for admission: 1) the receiver’s thermal
Foschini and Miljanic [7], [8] and Mitra [11] proposed a disyjse level; and 2) the transmitter's power level. Based on that
tributed asynchronous on-line power control algorithm, whic@obm information, all uplinks compute the maximum amount
(ex in [17]) they can proportionally scale up their powers
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of an uplink is hit, in which case the new uplink is rejectedf individual links for our purposes. There may be many com-
As mentioned, above it is assumed that only one new uplinkrisunication channels, but we assume that the interference be-
trying for admission at a time. tween links operating in different ones is negligible. That is,
The suite of algorithms presented in this paper does mdiannels are orthogonal and network dynamics in different ones
require any interlink communication, collective/centralizedecouple, so only co-channel interference need be considered.
computation, the reciprocity assumption, or the single atlve can therefore reduce the network picture to that of a collec-
mission trial one. They are designed to be fully distributetion of interfering linksin a single channelrendering the no-
and autonomous (at the individual link level), and work wittions ofnetwork admissioandchannel accessquivalent.
multiple new links seeking admission concurrently. The total In the cellular communication network paradigm, links cor-
lack of global communication/computation is traded for a sliglespond to up-stream and down-stream transmissions between
reduction in network capacity (getting, however, a slightlgnobiles and base stations. In thé-hocnetworking paradigm,
higher link SIR performance), and a rare possibility of errdmks may correspond to single-hop transmissions between
events, which are controllable and easy to recover from. Wildyptop computers (or other mobile and/or static infrastructure).
the introduction of minimal interlink communication, the lattetn FDMA systems, the channels are nonoverlapping frequency
are eliminated. The main two key ideas of this approach are:Hgnds. In spread-spectrum systems [20], the whole spectrum
thegradual power-umf new links entering the channel; and 2can be viewed as a single channel and interference basically
the introduction of a performangeotection margircushioning reflects cross-correlation effects between codes in CDMA
the links already in it. Those are implemented into a systetr@ansmission.
level methodology for active link protection and distributed Generally speaking, the transmission quality (bit error rate)
admission control, which is supported by an autonomow$a network link is a decreasing function of the SIR at its re-
drop-out/retrial mechanism (voluntary and/or forced), diffusingeiver node. Given that there afé € Z interfering links in
local hot-spots and smoothing out the network dynamics.  the channel (network), we denote the SIR of itfelink by

The organization of this paper is as follows. In Section II G P
the modeling framework is defined and in Section Il the Ri=—————, 4,j7€{1,2,3,...,N} (1)
power control algorithm of Foschini and Miljanic [7] is briefly ZGUPJ + 7
reviewed. In Section IV we introduce the distributed power iald

control with active link protection (DPC/ALP) algorithm andg; . > 0 is the power gain (actually loss) from the transmitter
establish its key properties. Link admission control based @fthe jth link to the receiver of théth one. It includes the free
DPC/ALP is discussed in Sections V and VI. The case @hace loss, multipath fading, shadowing, and other radio-wave
constrained transmitter powers is treated in Section VII awOpagation effects, as well as the processing gain in the case
the issue of start-up power in Section VIII. The presented suig spread-spectrum transmission. It is specified by the partic-
of algorithms (DPC/ALP/VDO/FDO) provides an integrateghlar propagation model of the channel. LBt be the power
framework for admission control, based on power contrakansmitted from théth link’s transmitter node ang; > 0 the
CompleX dynamical effects associated with netWOfk'WiqﬁermaJ noise power at its receiver node.

operation of the algorithms are discussed in a simulation studyror each link: there is some SIR threshold requirement
presented in Section IX. Extensions and issues for further o reflecting some minimal QoS that the link must support

research are mentioned in Section X. throughout the transmission in order to operate properly.
The focus of this study is on the power adaptation dynamig$erefore, we need to have

of the wireless network. Following standard practice in this line

of research, it is implicitly assumed that the time scale of mo- R >, i€{l1,2,3,...,N}. (2)

bility is much larger than that of power adaptation and the net- . . .

work structure is quasi-static, not changing significantly b n matrix form, the SIR requirements (1), (2) can be written as

tween power updates. On the other hand, the transmission time (I-F)P>u and P >0, (3)

scale is much shorter than that of power adaptation, so that a

large enough number of bits is transmitted between two powghereP = (P, P, ... F;, ... Py)" is the column vector of

updates to allow reliable estimation of (average) interferenti@nsmitter powers, and

values and “wash out” short-term statistical fluctuations at that '
level. " <w71 Y272 Y3n3 Vil nynN> @

; ; e, R
G111’ Gaa ' Gsg Gy Gyn

is the column vector of noise powers, rescaled by SIR require-
ments and link power gains, and finallly, is the matrix with
entries

We consider the wireless network to be a collection of radio 0, ifi=y
links. This is the appropriate level of modeling abstraction in _
thi : : ) Fij = 7Gij e ®)

is study. Each link corresponds to a single-hop radio trans- —_—, ift £y
mission from a transmitter node to an intended receiver node. Gii
Chains of consecutive links may correspond to multihop comvherei, 5 € {1, 2,3, ..., N}. The latter is the matrix of
munication paths, but we can still consider them as collectionsoss-link power gains (appropriately rescaled).

Il. THE WIRELESSNETWORK AS A COLLECTION OF
INTERFERINGRADIO LINKS
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We briefly point out below a few standard facts we use latexhile the second to intrinsic noise (both rescaled &Gy).
The matrixF has nonnegative elements and it is reasonableltderesting extensions of (9) have been proposed by Mitra
assume that isreducible, since we are not considering totally[11]-[13] (asynchronous implementation, bursty transmissions,
isolated groups of links that do not interact with each othenulticlass traffic), Yate®t al. [25]-[27] (constrained powers,
Therefore, by the Perron—Frobenius theorem [19], [22], [11], weint power control and base station assignment), Andegsin
have that the maximum modulus eigenvaluéok real, posi- al. [15], [16], [18], and Hanly [23], [24].
tive, and simple, while the corresponding eigenvector is positiveThe above DPC algorithm can be simplified, so that it
componentwise. Denote tiheaximum modulus eigenvalaEF is not necessary to make separate local measurements of
by pr. We then have the following well-known fact from stan€o-channel interferenc@i# G;;P;, noise powern;, and

dard matrix theory. propagation gain7;;. Actually, only the SIR at the receiver
Fact 2.1 (Existence of a Feasible Power Vectofhe fol- R; is needed. Indeed, we first observe that according to
lowing statements are equivalent: (9) the power updates for thé&h link can be written as
1) There exists a power vectBr > 0 such tha(I — F)P > ik + 1) = (v/Gii)(32 . Gij P (k) + m:). However, from
u. (1), we have}, ,; Gi; P;(k) + mi = (GiPi(k)/Ri(k)), s0
2) pr < 1. substituting in the previous expression, we get the following
3) (I-F)~! = 37°  F* exists and is positive component-simplified form of the DPC algorithm (9):
wise. ‘
Sincepr is the maximum modulus eigenvalueBfif pp < Fi(k+1)= Riy(zk)f’i(k) (11)
1, then ’
) L for every link: € {1, 2, 3, ..., N}. Therefore, each link in-
kh_I&F =0. (6) dependently increases its power when its current SIR is below
its target valuey;, and decreases it otherwise, trying to exactly
Also, if (3) has a solution, then meet its required SIR threshold. Of course, since all other links
do the same, the objective is achieved only at the limit oo
P*=(I-F)'u (7) (if feasible).

A comment clarifying whadlistributedmeans here is in order.
is a Pareto-optimal solution of (3), in the sense that any dthernote that the basic object of the network model is the link,
satisfying (3) would require as much power from every trangence, “distributed” implies per individual link. Each link's re-
mitter [11], i.e. ceiver measures the interference and communicates this infor-
mation to its transmitter, which then decides how to adjust its
P>P (8) power. This feedback information transfer occurs on a separate

. o ) ) network control channel or a low-rate reverse link (which also
componentwise. Therefore, if it is possible to satisfy the SIR;ries acknowledgments, etc.) In cellular networks, it can be

requirem_ents for all links simultaneously, a good power C_Omrﬁlggybacked on the up-link (down-link). The important point is
strategy is to set the transmitter powerdt so as to Minimize ¢ this control traffic is minimal (one number per power up-

the power spent. date). Each link decides autonomously how to adjust its power

based on information collected on it exclusively. Therefore, the
1. D1sTRIBUTED POWER CONTROL (DPC) BASED ONLOCAL  decision-making is fully distributed at the link level.

SIR MEASUREMENTS

Foschini and Miljanic have proposed the following DPC al- V. DISTRIBUTED POWER CONTROL WITH ACTIVE LINK
gorithm [7]: PROTECTION (DPC/ALP)

As easily seen, the DPC algorithm (9) and its simplified ver-
sion (11) allow fluctuations of the link SIRs below the thresh-
k = 1.2, 3 ... which converges t@* (when that ex- olds~; during their evolutlon_. As a r_eSl_JIt, when new links try
. . I . 0 access the channel (seeking admission to the network) estab-
ist9. Indeed, by recursively substituting into (9) we gett : .
P(k) = F*P(0) + [Ek_l Filu, which gives I|sh¢d ones may be inadvertently dropped, due to transient fluc-

=0 ' tuations of their SIR (QoS) below. This may happen even if
the new links can eventually be accommodated in steady state.

u If they cannot, all links will eventually degrade below their re-
quired~ and be rendered inoperative. Instead, we need a power

P(k+1) = FP(k) +u 9)

k—1
lim P(k) = klim [F¥|P(0) + klim ZFZ

k—oo

00 control scheme which provides protection for links that are cur-
=0+ E:FZ u rently operational, maintaining their SIRs above the required

i=0 thresholdsy; at all times, as new links try to enter the network.
=I-F)'u=P* (10) Moreover, if the latter cannot be accommodated they are simply

suppressed, without hurting the operational links in the process.
if pr < 1 (using Fact 2.1). If not, the powers diverge to We design an algorithm for distributed power control with
infinity. The first term in (9) relates to cross-link interferenceactive link protection (DPC/ALP), which updates transmitter
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powers in steps (time slots) indexed by= 1, 2, 3, ..., as fol- or equivalently
lows. LetL be the set of all links and call a linke £ active or
operational during thekth step iff Ak € Akt (20)
and
Ri(k) > v, (12)

Biy1 C By (21)
whereR;(k) is its measured SIR in that time slot,, is the set
of all active links during thé:th step. Alternatively, call a link
¢ € L inactive or new during thekth step iff

for everyk € {0, 1, 2, 3...}.
Proof: Using (1) and (16), we see that for eveérg A,

oviLi(k
Ri(k) < i (13) Ri(k+1) = I'(Vk—il)) (22)
By, is the set of all inactive links during thieth step. We also wherel;(k) = 3 G PR+ Gy Py (k) +
¢ — ZujeA,—{i} ity jeB, Fijt i

(
need a control parametéy such that Moreover, using (15), we getl;(k + 1) =

S=14e>1 14 2jcan—(iy G 6%/ Bi(R) P (F) 4+ 2 505, GijoPi (k) + i
Now, sincevy;/R;(k) < 1 for every: € A andn;/6 < n;
(¢ > 0), arbitrarily chosen at this point, which in practice igsinces > 1), we get
slightly higher than 1. The algorithm is specified as follows:
1) Algorithm 1—Distributed Power Control with Active Link
Protection (DPC/ALP): The algorithm operates by updating Li(k+1)=¢ [ > Gy (v/R(k) Pik)
transmitter powers”;(k + 1) at the(k + 1)th step according jeAr—1i}
to the following rule:
+ > GigPi(k) + (1:/6)

67i T
Pi(k), if ¢ € Ag JEBy
Pi(k+1) = { R;(k) (15) < 6I;(k) (23)
8P, (k) = 6%+ P(0), if i€ By

or equivalently which proves (18), by substituting into (22). The rest follows

trivially, completing the proof. ]
&; Ik fic A Proposition 4.1 shows that initially active links remain active
Pk+1) = { G i(k), e A (16) throughoutthe DPC/ALP evolution. However, as seen later, ini-
§Pi(k) = s6+DP.(0), if i € By tially inactive ones may become_actlve at some point in time
(and remain so forever after or until they complete their intended
where communication). This property supports naturally the notion of
_ admitting new links into the network if/when they become ac-
Li(k) = Z Gy Py(k) +mi (17) tive, which is the key aspect of our approach.
jeA J Bre—{i} Proposition 4.2 (Bounded Power Overshoofor any fixed
is the interference (plus noise) at tith link's receiver during ¢ € (1, o), we have
the kth update and’;(0) > 0 is the initial power of its trans- Pilk+1) < 6B;(k) (24)

mitter.

Note that in DPC/ALP active links;, update their powers for everyk € {0, 1, 2, 3...} and everyi € A, under the
according to the standard DPC rule (11)—but shooting for @PC/ALP power updating algorithm.
enhanced targety;—while new ones53; power up gradually Proof: By definition, i € A; implies thatR;(k) > ~,.
at geometric raté. DPC/ALP artificially raises the SIR targetTherefore,(v;/R;(k)) < 1 and from (15) the result follows
to 6+ to provide aprotection margin ¢ = 6 — 1 for active immediately. ]
links. This allows them to absorb the degrading effect of new This shows that the overshoots of the DPC/ALP algorithm are
ones powering up in the channel without dropping below thetounded by [i.e. (P (k +1))/P;(k)) < § = 1+ ¢], which is
true targetsy. It cushions them against the jolts induced by newypically slightly larger than 1. Therefore, the powers of active
links. The lattepower up gradually, inducing a limited degra- links can only increase smoothly to accommodate the new links
dation on active ones per step and giving them enough timet@t are powering up in the channel.
react. The DPC/ALP algorithm has some important propertiesProposition 4.3 (Non-Active Link SIR Increase$jor any

which are established below. fixed § € (1, o), we have
Proposition 4.1 (SIR Protection of Active LinksfFor any
fixed § € (1, o0), we have that for every € {0, 1, 2, 3,...} Ri(k) < Ri(k +1) (25)

and everyi € Ay for everyk € {0, 1,2, 3...} and every: € B; under the

Ri(k) =z vi = Ri(k+1) > v, (18) DPCIALP power updating algorithm.
Proof: Using (1) and (15), we have for eveing B; that
under the DPC/ALP power updating algorithm. Therefore G 5Pk
Ri(k+1)= ”71() (26)

t €Ay =>1t€ A (19) Li(k+1)°
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Arguing as in the proof of Proposition 4.1, we see th&t + while

1) < 61;(k), and substituting in (26), we get

Gy Pi(k)
Ii(k)

R <~,; forevery initially inactive link: € 53,. (34)

Ri(k+1) 2> = Ry(k).

(@7) Thus, if no link is ever admittedd;, = 13, for every future step

) - k), then: 1) the SIRs of the initially active links are squeezed

This completes the proof of Proposition 4.3. B down to their lowest acceptable valug) the SIRs of all new
Therefore, the SIR of every currently inactive (new) link i$inks saturate below their required threshotdswhile 3) the

nondecreasing during each step of the DPC/ALP algorithm aggdnsmission powers of all links explode geometrically to in-
so it may eventually rise above its required threshold, in whigfpity,

case the link becomes active and remains so forever after. The proof: We have N + M links such that A4, =
inherent geometric convergence of plain DPC, togetherwiththe o 3 N — 1 N} are active (already operational)
geometric power-up of new links under DPC/ALP guarantegqp, = {N +1, N+2, N+3,..., N+ M —1, N+ M}

that the latter algorithm also converges geometrically fast. Ifare jnactive (new). Since links if, remain forever inactive,
is very small (too close to 1), it will dominate the convergencge have from (15) that

speed of DPC/ALP. I is large enough, the inherent speed of

; Pk .
plain DPC takes over. 6(k ) = P,(0) =D} < oo foreveryi € B, (35)
V. ADMISSION OFNEW LINKS INTO THE WIRELESSNETWORK and for everyk € 2., while from Proposition 4.3 we get
UNDER DPC/ALP
We next focus on the dynamics of the DPC/ALP algorithm Ri(k) < Rj <~ foreveryi € By (36)

with respect to activation of new links. As mentioned befor
we consider a new link to have beadmittedto the network .
. : L hat they remain so forever.
(channel) when it becomes active, raising its SIR above tFle . L ,
. A . : .'We now need to study the behavior of active links. We first

threshold requirement; it then stays active forever, that is, unéll !
. L S efine
it completes its intended communication.

We first prove a “counter-proposition” which illustrates the Po(k) = (Pi(k), Po(k), ..., Pi(k), ..., Pn(K))  (37)
behavior of the algorithm when no inactive link ever becomes ’ T T
activated under DPC/ALP; in this case we call the set of newy be the vector of powers of active links and
links totally inadmissible. This proposition is used later to
show that, if there is a feasible power configuration under P.(k) = (Pnt1(k), Pni2(k), ..., Pvym(k))  (38)
which all links (active and new) can satisfy their actual SIR ) ]
requirements, then the DPC/ALP algorithm will eventualljh€ vector of powers of inactive (new) ones. Observe that

activate all originally inactive links. ok r ok
We consider a group a¥ + M links, such that originally the P (k) =8"(Pr41(0), Px42(0), -, Py ar(0)) =8P (0).

Bue to increasingness of the SIRs of inactive links and the fact

i (39)
ones in the set Define next theV x N matrix F, and theN x M matrix F,,
Ap={1,2,3,....N—1, N} (28) With entries
tive, while th in the set 0, ti=g
are active, while the ones in the se Fr = Gy s (40)
Bo={N+1, N+2 N+3,..., N+M—1, N+ M} (29) Gii
are inactive (new). We are mainly interested in whether the néﬁ {,2.3,.... N}y €{1,2,3 ..., N}, and
links will eventually become active. el
... .. . . 7 = Yilrig 41
Proposition 5.1 (Totally Inadmissible New LinksBiven e (41)

that the network operates under the DPC/ALP algorithm, if

te€{1,2,3,...,N},Lje {N+1, N+2, N+3, ..., N+ M}
correspondingly. Then, the DPC/ALP updating rule (16) for the
powers of the active links can be written

for everyk € {1, 2, 3, ...}, then the following limits exist:
Po(k+1) = 6(FPo(k) + FoPr(k) +ua)  (42)

klim Ri(k)=R; < > (31)
and where
A —5— =Dj <o C <W71 Vel Ve il ’w\rm\r> 43)
¢ Gu' G2’ Gss’ 7 Gy Gan

for some positive constai?;, for eachi € Ay U By. Moreover _
is the vector of noise powers (rescalechy andG;;s of the ac-

R} =-, forevery initially active linki € Ao, (33) tive links). The first term of the right-hand side of (42) reflects
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the interference between active links, while the second term ees required. Dividing (42) by*+! and lettingk — oo, we get
flects the interference of the inactive links on the active ones.
Using (39), we can rewrite (42) as D; =F.D; + F,Dj, (51)

Po(k+1) = 6§ (FoPo(k) + §*F, P, (0) + u,) . (44) Where actuallyD;, = P,,(0). Isolating theith row, substituting

the values o3, F, we get

Recursively substituting in (44), we get

k—1 Df =~ Z Y pD* (52)
kk k @ g Z L0
P, (k) =" FiP.(0) + 6* | > Fi| F,P,(0) sl Thyi Gii
=0
[A=1 foreveryi € {1,2,3,..., N}.
+6 Z 8'F | uq. (45)  The SIR of theith link at thekth power update is given by
Li=0
Pi(k)
Dividing by 6* and taking the limits aé — oo, we get Ri(k) = Gy m (53)
> Pi(k) +
Pa(k)_ JE{AUBy}—1 @ Gii
Jim [ | = Jim [Fi] Pa(0) JEMa R0
) fh1 hence, dividing both the numerator and the denominatai*by
+ lim F.| F,,P,(0) and lettingk — oo, we get
k—oo |4 @
m=0 : Dy
K=l lim R;(k) = T = (54)
> oE; o > @
#lim = lu, (46) jetdonmy—i
for everyi € {1,2,3,..., N}, because of (52). This con-
L cludes the proof of the proposition. ]

We can now study the situation where g links arefully
missibleto the network, in the sense that there exists a config-
ation of transmitter powers that satisfies the SIR requirements
~; of all links in Aq|JBy. That is, there is a positive power

vectorP > 0 such thatI — F)P > u, or equivalently (by

and we need to show that the limits in the right-hand side exg
and actually compute them. The first thing to observe is th
since all the links indg = {1, 2, 3, ..., N} are active (com-
patible), the Perron—Frobenius eigenvalu#'gfis less than one
(Fact 2.1), therefore

Fact 2.1)
. ko
Jm Fo =0 (47) (I-F)~! exists and has positive entries (55)
and
k=1 o whereF andu are defined as in Section II.
Jim SF =) F,=(I-F,)" (48)  Proposition 5.2 (Fully Admissible Links)tf the originally
* Li=o i=0

inactive links in3y are fully admissible, then there exists a finite

The computation of the third limit of the right-hand side of (46S|me ko < oo such that

is more subtle. From (47) we have that for eveéry- 0, there A= A By, foreveryk € {k, k. +1. k, +2
is ak, such thatf* < [¢] for everyk > k,—where[¢] is the v = Ao JBo. Yk € ko, bo 1, o 42, (26)

i]V;;N matrix with all its eLements equal tpand the inequality e refore, if the SIR requirements of all links are compatible,
olds componentwise. Then the new ones will also eventually become active, being admitted

k-1 k—1 into the network. This verifies that the algorithm does what it
ZéiFfl Z §F was designed to do.
! L =k, Proof. Recall that if an inactive link becomes active at
0= klggo o1 klggo Toh—1 some step of the DCP-ALP algorithm, it remains so forever
k—1 after. Therefore, in order to prove the proposition, it is enough
Z(Siw)] to show that there is a finite time, and some linki; € Bg,
< lim =0 _ 6 (4] (49) s_uch‘ thatd,, = AO_U{zl};_ that is, some originally inactive
k—oo Ok—1 6—1 link 4; becomes active at timk . Indeed, we can then restart

. e process at timg; and repeat exactly the same arguments
solIJeStitr;ngagl_aag; Z\?\/reo]:i;vslseeettr}?émi:{gOIe term has to beg)c:'r the now enlarged active sety | {71}, and so on..
9 ' Y9 Arguing by contradiction, suppose that no link #y ever

becomes active. Then, from Proposition 5.1 we have that

lim [P“@} =I-F,) 'F,P,(0) =D
. P N
=(D;, D}, D}, ..., Dy) <o (50) o =D (57)
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where D* {D{, D3, D}, ..., D, Di1s Diias -+
Dyt and D = Pi(0) > 0 for everyi € {N, N +
1, ..., N+ M}. Therefore

D* has at least one positive component  (58)

From Proposition 4.1, we have that for evérg {0, 1, 2, ...}
Gii Pi(k)
Y GuBR)+m
i€{Ao UBO}—i

Ri(k) zvi  (99)

foreveryi € {1, 2, 3, ..., N} (active links). Dividing both the
numerator and denominator of the fractionddyand taking the
limits ask — oo, we get

Gi:D;

R = =7 (60)
>, GuD;
JiC{ Ao UBo}fi
or equivalently
IZEEEDY GiD; =i =0 (61)
je{ Ao |JBot—i
for everyi € {1, 2, 3, ..., N}, because of Proposition 5.1.

On the contrary, foreverye {N +1, N+2, ..., N + M}
(permanently inactive links), we have

G P;(k)

Ri(k) = <v (62
> GuP(R) +m
iC{Ao UBo}fi
and similarly taking the limits, we get
DY
L C L S, (63)

Z >

j€{ Ao U Bo}—t

G, D

J

Equivalently, fori € {N +1, N+2,..., N+ M}, we have
7 Gij

Dr — > G D =v; <0. (64)
je{ Ao | J Bo}—i
Putting together (61) and (64), we can write
I-F)D"=v (65)
wherev = (Ul, V2, vy UN, UN1y - -+ UN-H\{) with
0, ifie{l,2,3,...,N$
<0, ifie{N+1,N+2, ..., N+ M}
Due to (55) we have
D*=(1I-F) lv. (67)

If v. = 0, then we immediately get a contradiction, becaué

D* # 0. Otherwise, in view of (66), there is somez {N +
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We can now refine our understanding of the case of fully ad-
missible links by considering the following two important sub-
cases, which lead to quite different system behavior. First, sup-
pose that there exists a configuration of transmitter powers such
that each linki € Ay U B, satisfies the enhanced SIR require-
menté+y;. That is, there is a positive power veci®g > 0 such
that(I — 6F)Ps > u, or equivalently (by Fact 2.1)

(I- 6F)~! exists and has positive entries (68)

whereF, u, andé are defined as in Sections Il and IV. We then
call the linksé-compatible. Note that in the case of fully ad-
missible links studied above, we simply had 1-compatible links.
6-compatibility ¢ > 1) naturally implies full admissibility.

Proposition 5.3 §-Compatible Links): If the links Aq | Bo
areé-compatible § > 1), then there exists a finite tinlg, <
such that

A = AOUBO, foreveryk € {k,, ko +1, k, +2, ...}

(69)
and all links become active eventually. Moreover
Jim P(k) =(T— §F)™tau < oo (70)
and

for everyi € Ay Bo.

Proof: The links beingé-compatible automatically im-
plies that they are fully admissible. Indeed, sirdce- 1, (68)
supersedes (55). From Proposition 5.2, we see that all links will
become active after some finite tinkg; hence, after that time
the system will evolve according to the plain DPC algorithm
P(k+1) = 6FP(k) 4+ u. The result follows trivially given the
discussions of Sections Il and III. [

Remark 5.1:Note that if the SIR requirements of all links
ared-compatible, not only will all the links eventually become
active, but also their SIRs will converge to the raised (enhanced)
SIR thresholdsy+;, while the transmitter powers will remain
finite.

Proposition 5.4 (Fully Admissible, Not-Compatible
Links): If the links AqlJ By are fully admissible but not
6-compatible, then there exists a finite tirhg < co such that

A= Aol Bo, foreveryk € {ko, ko +1, ko +2, ...}
(72)
and all inactive links become active eventually. However

klll)r;o Pi(k) =0 (73)
for all ¢ € Ay |JBo. Hence, the transmitter powers diverge to
infinity, but all links stay active.

Proof: Since all links are fully admissible, from Proposi-
tion 5.2, we have that they will all become active after some
finite time k,. Therefore, for alk > k,, the power updates will
8||0W the plain DPC algorithm

P(k+1) = 6FP(k) + u. (74)

1, N+2,..., N+ M} for whichv; < 0. Then, we also get
a contradiction, using (58), (55), and (66). This completes tiowever, since the links are nétcompatible the powers will
proof of Proposition 5.2. m diverge to infinity. [ |
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The reason for the divergence of transmitter powers in Propc ,g _ volution of SIR over iterations of power update

sition 5.4 is this: although the SIRs of all linkse Aq | Bo link1 ——
eventually rise above their targets, they cannot reach the ]
enhanced targetsy; they are shooting for, because the links 20 +
are nots-compatible. Having been admitted to the network by
exceedingy, they keep shooting for unattainable targéts,
driving their powers to infinity. We will see in Section VII how
to handle this problem. Had the plain DPC algorithm (11) beer
used, the link SIRs would have converged to their targets
asymptotically (despite intermittent fluctuations below them)
and the powers would have remained finite.

Targeting higher SIR&y, rather than the minimal acceptable 5 k s r s
~, some of the aggregate network capacity (average number o 5 10 15 Iterza?ion 2530 35 40
active links in the channel) is traded away for the exéra: 1)~
of performance per link. Sincecan be chosen to be very closeFig. 1. SIR evolution of the four mobile-to-base links under DPC/ALP with

; ; ; requirementy = 14 dB achievable by all links. Simulated base station
to 1, the capacity loss can be made arbitrarily small. In any ca§écfeivers are located on a squareXty” positions (100 100), (109,100)

any small loss of capacity is overcompensated by the DPC/A':Egloo,lOO), 100, —100) (in meters). Mobiles (transmitters) are located at
benefits in overall network performance, like active link propositions (131173), (204:81), (217171), (210,93) correspondingly. Power
tection and others discussed later. Actually, following some r%?g‘sd:r‘;rizsu?bpfpfg'é’?:g%rtg;hi g‘é’irsTifeogrlg zggggﬁgfégﬁfﬁmﬂ';ﬁ?m
laxation schedule fo6-1 (for example, every 100 DPC/ALP he units are dB.

stepsg-1 drops to half its previous value), enhanced SIR targets
6~; can be gradually relaxed to the ones. Then, the effective
network capacity under DPC/ALP grows toward the one unde link 1 ——
DPC. The relaxation schedule could be globally dispensed b \ link 2 ——
the network over a separate control channel that the links liste a0 L

to in certain time slots.

SIR target ----

SIR (dB)
G

Evolution of SIR over iterations of power update
25 T T T T T T T

SIR (dB)
>

VI. THE CASE OF PARTIALLY ADMISSIBLE NEW LINKS.
DPC/ALPWITH VOLUNTARY DROR-OUT

As DPC/ALP evolves, inactive links see their SIRs rising (not 10r ; i
decreasing). In the general case, some new links manage to k 1
come active, while the rest never gain admission (their SIR: ‘ , ‘ ‘ ‘ , ‘
simply saturate below). This is because the SIR targets of 0 5 10 15 20 25 30 35 40
all links may not be simultaneously satisfied. It might then be Tieration
overall beneficial that some of the latter links drop outand try f@fig 2. sIR evolution with SIR targets raisedfo= 18 dB which is not
admission later. We explore this situation below, starting withaghievable by all four links simultaneously; the lowest dropping out allows
demonstrative simulation of a simple case which highlights t[gaother to gain admission. The rest of the simulation parameters are as in Fig. 1.
underlying intuition.

Figs. 1 and 2 show the evolution of the SIRs of four uplinks 4) The dropping-out of link 3 reduces interference in the
of a simple four-cell network, over iterations of the DCP/ALP channel and allows link 4 to become active!
algorithm, when the SIR targetis set first at 14 dB whichis  The previous simulated example indicates that the initial
achievable (Fig. 1) and then at 18 dB which is not (Fig. 2). TH2PC/ALP algorithm (15), (16) should be modified to allow for
initial SIRs (powers) are arbitrarily chosen. In the first case, thew links to drop out (drop their power to zero) voluntarily,
DPC/ALP algorithm activates eventually every initially inactivevhen sensing that the channel is congested and realizing that
link, and the SIRs converge toy = 15 dB (as expected). In the they have a remote chance of becoming active. A link that
second case, where the target SIR is not achievable by all lirdt®ps out of the channel may immediately try to access another
simultaneously, the DPC/ALP algorithm exhibits the followingietwork channel (if there is one) or even the same after a while.

behavior. In the latter case, it should remain dormant during a back-off
1) It maintains the SIR of every initially active link above itsPeriod and then start powering up again from the beginning.
required threshold. Depending on the criterion used for dropping out, we can

2) It suppresses/saturates the SIR of every initially inacti#esign different algorithms. Two of them are presented below,
link which fails to rise above its SIR target to becoméepresenting two diverse approaches.
active, in this case, links 3 and 4. )

3) After two consecutive iterations where the SIR of link 4" Time-Out-Based Voluntary Drop-Out (VDO)
fails to improve by at least 0.1 dB (for 1 dB increase in The first approach is based on the idea dinae-out when
power), the link concludes that the channel is congestadhew link attempts to gain admission to the network and does
and drops out of the channel voluntarily. not succeed for a while. Its key points are the following. All
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links update their powers according to the DPC/ALP algorithm zero), sets «— k + 1 and cycles back to step 4a.
(15), (16). A new linki initially sets a target time spdf for B; is the length of the back-off period, that is, the
achieving admission and tries to become active within it. If time the link stays dormant.

it is not successful by timd7;, then it computes a drop-out b) If k = K? + B; + 1, the link wakes up setting its

horizon D; (as a decreasing function of the distance of its power toP, (initial power, see Section VIII), sets

current SIR from its target ong;) and continues to compete K? «— k, setsk — k + 1 and goes to step 1.

fodr a_tgmdlsbsmtr_} un;l t'rge(T?t—g D). Ift It l?ast St_'lll nottt_bee_? The admission and drop-out horizons could also taken to be
admitted by timg( Z+. Z) It drops out voluntanly, setling its robabilistic,7; andD; being interpreted as expected times, for
power to 0. It may re-initiate an admission attempt later in tHe

same or another channel. The elimination of the link reduc(ea)s(ample’ they could be drawn from a geometric distributions of

the interference on other ones competing for admission in thaéeﬂ/Ti’ 1/D; correspondingly. They could be easily imple-

channel and raises their chances of success. The algorithrm@tEd by i.nd.ependent coin tossing. ) )
specified as follows: The admissioril; and the drop-ou; horizons are design

Algorithm 2—DPC/ALP/VDO with  Adaptive TimeParameters of the system to be optimized by testing. Indeed,
Out: During the kth time slot the transmission power oftoo short a time-out will cause the link to drop out (possibly)
each link is updated according to the following process. unnecessarily, while too long a time-out will result in the link

1) Link ¢ measures its current SIR and determines whetheﬁ?nges“ng th? channel for too long before dropping C.)Ut' The
is active @®; (k) > v andi € A;) orinactive @&; (k) < 7, systgm be.hav!or as a'funct|0n of these two parameters is studied
andi € By,). If active, it goes to step 2a; otherwise, to stefY Simulation in Section IX.
3a).

2)

a) Ifk e {K2, Ke+1, K42, ..., K2+S,}, active B. SIR-Saturation-Based Voluntary Drop-Out

link < updates its power according to DPC/ALP  Algorithm 3 below is based on Proposition 4.3 and has a dif-
(15), setsk — k + 1 and goes to step 1K is  ferent approach than Algorithm 2, regarding the drop-out of un-
the first time that linki becomes active anfl; its  gyccessful links.
service time (duration of communication). The key points of the algorithm are the following. All links
b) If k= K7 4 5; 41, link ¢ “dies” naturally, setting pqate their powers according to the plain DPC/ALP algorithm
its power to zero and removing itself from the sefy5) Each new linki keeps trying to become active as long
of active linksAy, — Ay — {1}, having completed g it ghserves some adequate SIR improvement over a recent
its required communication. memory window of lengttJ; . If persistently (for more than/;
3) steps) no such improvement occurs, lintarts flipping a coin
a) fke{K?, K+1, K?+2, ..., K?+T,+D;— todecide whether to drop out in the following step or not. Coin
1}, the inactive linki updates its power accordingflips are independent of each other and the drop-out probability
to DPC/ALP (15), seté < k+ 1 and goes to step is a decreasing function of the difference between the current
1. K7 is the time slot when link started its most SIR of the link and its target one.
recent admission triall; is the initial admission  As explained in the previous sections (Proposition 4.3), if the
horizon. D; is the drop-out horizon, computed atchannel is congested and liriks not admissible, its SIR will
time K¢ + T; according to the formula saturated below its target value. Consecutive power increases
will not bring about any significant SIR improvement. The link
will therefore sense high congestion and initiate a randomized
D; = f; (v — Ri(T})) = | Aje=> i =RTD) | (75)  grop-out process. If some other link drops out sooner, the one
under consideration may experience some significant SIR im-
where A;, a; > 0 and| ] denotes the lower in- provement, which will renew the process and give it a stronger
teger part of its argument. The functigi( ) is de-  chance of ending successfully.
creasing in its argument, capturing the intuition that Algorithm 3—DPC/ALP/VDO with SIR-Saturation-Based
the closer link: finds itself to its targety; at time  prop-Out: This algorithm is exactly the same as Algorithm
T; [the smaller theAR;(T;) = v — Ri(Ti)], the 2, except for step 3 which implements a different drop-out
longer it should try before dropping out. criterion. The latter is as follows:
b) If k = K? + T, + D,, link ¢ voluntarily drops
out (sets its power to zero and removes itself from 3)
the set of inactive linkd3,, «— B, — {i}), sets the
back-off timerK? — k = K¢ + T; + D;, sets
k — k + 1 and goes to step 4a.

a) If R;(m) — R;,(m — 1) > r; for somem €
{k—M;,k—M;+1,..., k-1, k}, the inac-
tive link ¢ updates its power according to DPC/ALP

4) (15), setsk — k + 1 and goes to step W/; is

a) Ifk e {K!, K!+1, ..., K!+ B;}, link i remains the memory window in which the link must have
dormant in the back-off state (keeping its power to observed instantaneously some significant SIR im-
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provementR;(m) — R;(m — 1), larger than some That zone is rather slim (sinéds slightly larger than 1 in prac-

lower threshold-;. tice), so false alarms are unlikely to occur. Needless to say, if
b) If R;(m)— R;(m — 1) < r; foreverym € {k — some limited interlink communication is allowed via some log-

M, k—M;+1,..., k-1, k}, the inactive link ical control channel, the particular incoming link responsible for

¢ computes a drop out probability the situation can be easily uniquely identified and killed by an

“interrupt signal” on the control channel.
The FDO mechanism needs to be invoked also in the spe-
cial situation described in Proposition 5.4 of fully admissible
. _ but noté-compatible links. If this occurs and a new link be-
where; > 0, and flips an independent (from pre-cmeg active without beingcompatible, all powers will start
vious events) coin so that: blowing up to infinity. The first link to hit its maximum power
i) with probability (1—P;*P(k)) the link does  fimit will transmit the distress signal. The latter will appear very
notdrop out, updates its power according t&oon after the time that the last link became active and triggered
DPC/ALP (15), set¢ — k + 1 and goes to this sequence of events, due to the exponential speed of power
step 1. explosion. Therefore, after a new link becomes active it should
ii) with probability P;*°P(k), the link volun- wait for a short time horizon to see if a distress signal will appear
tarily drops out, (setting its power to 0 andsoon. If so, it should drop out. If not, beyond that horizon it can
removing itself from the set of inactive links consider itself permanently admitted and active in the channel.
By «— B — {i}), sets the back-off timer This aberrant situation is theoretically possible, but would be
K} — k, setsk — k+1and goes to step 4a. rather rare in practice, for the following reason. Intuitively, one
Therefore, if linki has not observed any significant SIR im<can observe that, sineis slightly larger than 1, the situation
provement during the lagt; steps, it drops out with probability can primarily occur under high congestion when the link powers
Pdrop The closer the link is to its target the smaller its ten- are already close to their maxima. In a dynamic environment of
dency to drop out should be, hen@™ P (k) = h;(AR;(k)) = several new links fighting for admission, the most likely case
hi(~v; — R;(k)), whereh;() is increasing; a simple choice isis that FDO will be triggered by a totally inadmissible link and
1 — e~ %8RI ysed in Algorithm 3. The parametels;, »;, the local hotspot will immediately be diffused completely. Of
PP can be further chosen to optimize the performance of tiseurse, if some interlink communication is allowed, the scenario
system. of Proposition 5.4 can be eliminated in several obvious ways.
We do not elaborate further, as we are mostly interested in the
fully distributed case.

PP (k) =hi(ys — Ri(k)) =1 — e~ H iRt
(76)

VIl. DPC/ALP wiTH CONSTRAINED TRANSMITTER
POWERS—FORCED DRORP-OUT (FDO)

. . . . VIII. | NITIATION OF THE LINK ADMISSION PROCESS—INITIAL
As increasingly more links are admitted to the network and POWER | SSUE

congestion builds up, the Pareto-optimal power vegtorin-

creases in all components and the Perron—Frobenius eigenvalu&hen new links initiate their admission process, they start
pr is pushed closer to 1. What if the power of limlcannot by setting their power aF, to join the set of inactive link$. A
exceed some maximum threshail™»* due to design limi- new link which suddenly powers up 10, may interfere strongly
tations? In particular, as new links power up in a congestedough with some unsuspecting active linto cause the SIR
neighborhood of the network, some active anmay need to of the latter to temporarily drop below;. This is a situation
attain power values beyond™>* in order to remain active. If we would like to avoid. The problem here is the sudden and
it cannot, it will see its SIR drop below; and become inac- uncoordinated appearance of the new user which is unknown
tive. To prevent that from happening we equip the link admi$e the existing ones. In order for no active link to be adversely
sion process with a forced drop-out (FDO) mechanism whidifected?, must be small enough, depending on the particular
causes new/inactive links to drop out when they push active omegworking scenario. For example, as simple calculations show,
beyond their maximum powers. When an active link is aboutith P, < ((§ — 1)1)/Gmax N0 active link will drop below

to exceed its power limit, it transmits d@istress signalspe- its SIR thresholdy; upon appearance of a new one, given that
cial tone in a control slot or some separate control channel)aktactive links have stabilized at their enhanced SIR valugs

a certain power level which is received by links in its vicinityand G,,,. IS the maximum power gain (interaction strength)
All inactive links which hear the distress signal above a cebetween the new link powering up and all active ones.

tain power threshold drop out automatically, decongesting theAnother practical approach is to have active links rapidly re-
neighborhood of the active link in distress and allowing it teover from instantaneous dippings of their SIRs betoibe-
relax its power and remain active. Note that due to the boundeaiming inactive for a moment due to some new one powering
power overshoot property of DPC/ALRP[(k + 1) < 6P;(k) uptoP,). The question is what power updating rule should be
for every k], theith link’s power P; (k) has to visit (cross) the followed by an already active link if/when it becomes inactive
interval Apmex = [pmex /6 pmax] hefore potentially exiting for a time slot. It should keep updating its power as an active
into the forbidden regiolP™**, o). This nice property is not link, despite the fact that it is “technically inactive” in the par-
true for the plain DPC. The distress signal is transmitted by lirikcular time slot. We call this rule “once active, always update
twhenP;(k) € AP orthe link visits the alert zonA P/"**,  as active.” Note that due to the fast geometric convergence of
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the DPC algorithm the SIR of the link under consideration witlo account for shadowing and multipath fading in urban envi-
rapidly shoot up t@+~, crossing the thresholgd and becoming ronments. Hence, the SIR of tlih transmitter is computed by
again active fast.

A combination of a low enough initial powd?, and a rule i
of the type “once active, always update as active” could be em- . &
. - . R=—=*— (78)
ployed. Of course, the practical question is how often does it Zi " 3
happen that a new link powering up frofy, drags an active o g

one below itsy. In the simulation experiments presented in Sec-

tion IX, we see that this is very rare even under heavy traffigherer,; is the distance (in I.u.) between the transmitter of the
loads (see footnote 3). jth link and the receiver of théth one. The normalized noise
floor n;/g is taken to be the same for all receivers and equal to
IX. DYNAMICAL EFFECTS ANDPERFORMANCEASPECTS OF 10— p.u./l.u%.

DPC/ALPwiTH VDO/FDO All links have the same SIR target= 5, which may be low

We have run extensive simulation experiments to investigdfd certain applications. We have chosen this low-end SIR in
the network dynamics under the DPC/ALP algorithm witrder to have a reasonably high density of active links in equi-
VDO/FDO. Their primary purpose has been the identificatiofPrium. This is essential in order to achieve enough spatial sta-
and investigation ofgeneral dynamical effectsominating tistical mixing for high statistical reliabiliyy versus run time
the network behavior. The simulated network is a collectid?f the simulation. Finally, the SIR enhancement factor in the
of randomly placed links with spatially uniform statisticsPPC/ALP algorithm is taken to be = 1.1, hence, we have a

In implementing the VDO process, we employ the adaptie= ¢ —1 = 10% SIR protection margin. , _
time-out (instead of SIR saturation) mechanism because it'® iImplementthe VDO mechanism, we use Algorithm 2 with

allows us to control more parameters (especidljyto excite theadaptive time-ouprocess. The parameters are identical for
the network dynamics and study them. all links and are described for a representative link below. Upon

arrival, say at time,, the link seeks admission to the channel
for T = 25 t.u. If itis not successful ift,, t, + 77, it computes

. . ) _ the drop-out horizon
The simulation experimeritsire designed as follows. Let .u.

be the length unit, p.u. the power unit, and t.u. the time unit ;) _ | A== Rilted T | — | A(e=*)O—RiltetT | (79)
(duration of a time slot). We shall attach metric values to the
units later, when we consider some specific networking scgsing A = 50 t.u. anda = 0.23 (¢°23 ~ 0.8). If the link

narios. The wireless network is assumed to span a square regigas not gain admission within the drop-out horizorjin+

of side 500 l.u. Calls (links) are generated (arrive) according4e ¢, 4 7+ DJ, it drops out (backs off) and lies dormant for a

a Bernoulli process of arrival rate density in the rangel0™"  geometrically distributed timé with meanB = 100 t.u. (av-

to 10~ arrivals/(t.u.x |.u?) (total arrival rate25 x 10° 10 grage back-off time). At time, + 7 + D + B, the link re-ini-

25 x 1072 arrivals/t.u.). In order to generatespatially uniform tiates the time-out-based admission process to the channel. The
statistical mixture of links, each one is randomly constructgghole process is repeated until the link gains admission, after
as follows. Upon call arrival the link transmitter is uniformly,ynich it transmits for a geometrically distributed tinSewith
placed in the square regiaf0 x 500 Lu.”. The link receiveris meang = 1000 t.u. (mean service time, average call duration),

placed isotropically around its transmitter (given a reference gjafore leaving the network for good. The initial powat which
rection, the link angle is distributed [, 2r) uniformly) and at  gach Jink starts powering up & = 102 p.u.

a random distance from it. The latter is drawn from a Gaussian

dl_strlbutlon with mean 10l.u.and Standarq deV'_at'On 2l.u. (neg'zAs seen later in Section IX-B, the average number of active links in the net-
ative draws are interpreted as reverse link directions). Linl®rk is 100-150 (in the range of parameters we are interested in), or one active
are Warped around boundary effects to eliminate boundary fifk per 2500 L.u. to 1 per 1500 |.u., approximately. From pilot studies that pre-

f Th Lo k foll hei f gﬁded the main simulation, we saw that for higher(10-20) the active link
ects. The power attenuation is taken to follow the inverse four, nsity drops significantly, depleting the spatial link sample of the system in

A. Simulation Design

power law stationarity, and adversely affecting the reliability and speed of the simulation.
3The Initial Power Issueln the (infrequent) event that the sudden power-up of
G — 9 (77) anew link causes an active link to become temporarily inactive in the simulation,
Wt the latter keeps updating its power as an active link and very soon becomes ac-
" tive again. This is actually the situation discussed in Section VIII. If we impose

upper bounds on the power gaifis;, or lower bounds on the distance on how

close links could be positioned, the previous situation can be fully suppressed;

however, that would further complicate the simulation code. Instead, we have

1Simulation LogisticsFor each point of the performance curves presenteeated this as a rare event in the simulation dynamics. Indeed, even under very

later, long simulation runs (mostly ®0° t.u. or time slots) have been performedheavy loading (98% to critical capacity) the average distance between two links
on multiple computer workstations, using time-average estimators. To filter antthe network is about 3 times the mean link length of a link (10 I.u.) in our sim-
transient effects and capture earlier the stationary dynamics of the network, tiftetion—hence, they are rather sparce. Moreover, the average power of active
initial 5% of the collected data have been discarded. The random number gefiaks is of the order ol 0" p.u. (versus an initial power af) —* for new ones)
ator employed used the linear congruential algorithm with 48-bit integer arithnder these load conditions in the simulation. These observations indicate that
metic (drand48) to generate double-precision floating point values [uniformilgere is enougldistance and power protectidmetween active and new links,
distributed in [0,1)] and provide high statistical reliability. The average networo that the aforementioned situation occurs rarely. Higher traffic loads, where it
size is of the order of 100s of active plus inactive links. may occur more frequently, are impractical since the delay becomes excessive.
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4000

To implement the FDO process we use a power ceilincg
Pmax — 1 p.u. for each transmitter. When the power of an® }
active link is in danger of exceeding™#*, the link sends a
distress signal and all nonactive links in a radiusLo= 100
l.u. from the transmitter drop out (back off).

The values of the parameters (in lL.u., t.u., p.u.) specifie§
above correspond to a standard (reference) operating“poinls /
of the system. Our intention is to study the system behaviog 1000 L

—e—— VDO, T=20, A=100 } %
VDO, T=50, A=100
No Drop-Out // }

3000

lay (in time

2000

€

with respect to variations of individual parameters around tha§
operating point. Therefore, parameter values that are redefineg
below supersede the values set above.

Remark 9.1 (Sample Networking Scenariofksigning spe-
cific metric values to the units, we can cover several wireles:
networking scenarigsof interest. For example, assume that 1
lu.=1m,1tu=10ms (time slot),and 1 p.&= 1 W. Then Fig. 3. Average admission delay of a call (link) as a function of the arrival
the network spans an area of 0.25%rfihis could possibly be rate densitA, (traffic) for VDO with 7' = 20 tu., 4 = 100 tu., VDO with
the case for a network of laptop computers inaahhoc net- = 50 tu. 4 =100 tu. and no drop-out.
working scenario. The mean length of each link is 10 m (with 2 _

Avera

0 1 2 3 4 5 6 7
Arrival Rate Density ( x 1077)

m standard deviation). The range of network-wide arrival rate i§ 2°°°
2.5-25 arrivals/s. The average call duratiois= 10 s, while 5 \
the drop-out process is implemented with= 0.25s,4 =0.5 £ 2000
s, and mean back-off timB = 1 s. The normalized noise floor £ \
isn/g = 1 nW/mt, the start-up poweP, = 10 W, and the 1500 —
maximum powe™** = 1 W. Now, let us scale the length unit 8 \ a/e/e/w
up by 10 (1 l.u= 10 m), while leaving the rest as above (1 tu. § 1600 —
10 ms, 1 p.u= 1 W). The simulated network now spans 25%m £ &w/
while the mean link length is 100 m. This could possibly be the& |
. . : 500 | VDO, A-100, AR=5 |
case in amrban cellular wireless network scenario. The values )
of all time and power related parameters remain the same, eg
cept for the normalized noise floor which must match the spac® 20 40 60 80 100 120
rescaling by becoming/g = 1079 p.u./l.u* = 10=* nW/m. T (in time slots)
B. Dynamical Effects and Network Performance Fig. 4. Dependence of average admission delay éor VDO with A = 100

) t.u. at fixed arrival rate (AR) density, = 5 x 107 arrivals/(t.u.x l.u.?).
Figs. 3—11 show key performance curves of the network oper-

ating under the DPC/ALP algorithm with time-out-based plain

VDO (Figs. 3-8) and joint VDO and FDO (Figs. 9-11). Some £ °*° |
observed dynamical effects are briefly discussed below. 2 -’ . r
The significance of VDO for managing congestion is high- § 150 +x38j 58: ﬁjgg’, ﬁfat:;ﬁ/e <

lighted in Fig. 3, where approximately a 20-fold increase in net-=
work capacity (maximal throughput) is observed under VDO;(E3 100 |
over the case where no drop-out is allowed. Note that as the /
traffic load increases, the network eventually goes unstable b\

a reinforced “clogging effect.” That is, the more inactive links 50

accumulate in the network, the more links try to power up and2 -’ o

mbe

the higher the interference becomes, making it more difficult for 5 0 I

new links to gain admission and forcing them to further accu- s . . .

mulate in the network, leading eventually to backlog explosion.< 0 1 > a 4 5 6 7
The dependence of admission delaylois shown in Fig. 4. Arrival Rate Density ( x 10°7)

T is basically a measure of how aggressively a new link seeks o S
mission or how long it tri fore dr in _An explosiofig: 5 Average number of active/inactive networks links in stationarity versus

ad sslon orhowliong tiries befo .Ed opping out E€XpIos OtFrafﬁc A, for VDO with T = 20 t.u., A = 100 t.u.

of admission delay (and backlog) is observed for IBa/due a

4The choice of simulation parameters has been mainly motivated by the na » ; :
to increase the reliability and resolution of the experiments and obtain better uﬁ?emature drOp'OUt effect.” That is, the links do not try Iong

derstanding of fundamental network dynamics, rather than to match a partic@tough before dropping out and retrying, hence, they accumu-

networking scenario. late in the network and increase the background interference.
SThe simulation results remain invariant under rescalings of time and/or Fig. 5 shows the number of active/inactive links in equilib-

power (because of the definition &f;); however, a rescaling of space needs to. . .

be matched by an analogous rescaling of power (because of the definitior] M @s @ function of network load, which reaches about 160

G ;) in order for the simulation results to remain the same. active links (and 100 inactive) close to the critical loading. That
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Fig. 6. Average number of admission trials of incoming callllink befor€ig. 8. Average admission delay versus mean back-off fihfer VDO with
gaining admission versus traffig; for VDO with T = 20 t.u., A = 100 t.u. T = 25 tu.,, A = 50 t.u. at fixed arrival rate (AR) density, = 5 x 10~ 7
arrivals/(t.u.x lL.u.2).

100

T
= 2 3000
£ )
E —e— 1st
< 80 e ond .“é 2500
= ——8rd ‘;
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Fig. 7. Percentage of new links (incoming calls) admitted in their 1st, 2nd, Brﬁig. 9. Average admission delay versus arrival rate densitytraffic load)
4th, and 5th attempt versus traffig for VDO with T' = 20 t.u., A = 100 tU.  for joint FDO and VDO withT' = 25 t.u., A = 50 t.u., and only VDO with

T = 25 tu.,A = 50 t.u. with no FDO.

corresponds to about 1 per 1500 1.wn average, so thav-  — ;400 1
eragedistance of active linkis of the order/1500 ~ 38 l.u., 2 J‘
or 4 times the mean link length. The linear form of the graphg 1200
is explained as follows. Since the call (link) durations are i.i.d.= 1000 k
geometric random variables with me&n= 1000 t.u., the link Z ‘L\L\
departure rate must b& /S, whereN is the number of active & soo { T
links in stationarity. For input—output flow balance in equilib- 2
rium, the active link population should be proportionahtp § 600
Figs. 6 and 7 show the average number of admission trial‘g 400 e VDO, T=25, A=50, AR=5
and drop-out cycles that arriving links have to go through be=< __—_ FDO & VDO, T-25, A=50, AR=5
fore gaining admission. Finally, in Fig. 8 we see the average% 200
admission delay as a function of the mean back-off tinef a f;’ 0 , : ;
link after dropping out. An explosion of the average delay oc- 1105 1.1 145 12 125 13 135 14

curs for lowBs because dormant links reappear in the networlk. 8

too Soon.aﬁe,r theydrqp_ out, ralslng t_he baCkground,mterferquiS. 10. Average admission delay versust fixed traffic load (AR)A,; =
and making it more difficult for inactive ones that did not drop x 107 arrivals/(t.u.x L.u2) for joint FDO and VDO withT = 25 t.u.,
out to gain admission. A =350 t.u., and only VDO withl" = 25 t.u., A = 50 t.u. with no FDO.

An interesting question is how the FDO mechanism affects
the overall network performance, besides protecting activeThe effect of the SIR enhancement factdr(protection
links under finite maximum power. As Fig. 9 indicates, jointhargine = é — 1) on network dynamics and performance is
VDO/FDO can enhance the performance of plain VDGshown in Fig. 10. Whed is very close to 1, the admission delay
achieving lower delay and higher throughput. The reasongplodes because inactive links power up too slowly, so in
that FDO tends to “diffuse hotspots” in the network by causirij + D steps they have made very little progress toward gaining
stressful links to drop out. admission and drop-out prematurely. Under joint FDO and



596

IEEE/ACM TRANSACTIONS ON NETWORKING, VOL. 8, NO. 5, OCTOBER 2000

\ research is currently pursued as an important additional element
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