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ABSTRACT
With the huge growth of social media, especially with 500 million
Twitter messages being posted per day, analyzing these messages
has caught intense interest of researchers. Topics of interest include
micro-blog summarization, breaking news detection, opinion min-
ing and discovering trending topics. In information extraction, re-
searchers face challenges in applying data mining techniques due
to the short length of tweets as opposed to normal text with longer
length documents. Short messages lead to less accurate results.
This has motivated investigation of efficient algorithms to over-
come problems that arise due to the short and often informal text
of tweets. Another challenge that researchers face is stream data,
which refers to the huge and dynamic flow of text generated contin-
uously from social media. In this paper, we discuss the possibility
of implementing successful solutions that can be used to overcome
the inconclusiveness of short texts. In addition, we discuss methods
that overcome stream data problems.
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1. INTRODUCTION
By the term social media, we mean Internet-based applications that
include methods for communication among their users. One of the
fastest growing social media applications is Twitter1. Currently,
Twitter is gaining 135,000 new users every day, with a total
of 645,750,000 users in 20132. Social networks have received
attention of analysts and researchers because decision makers rely
on statistics such as summaries of people’s opinions that can be
obtained from analysis of social media. We focus on Twitter as a
case study in this paper because it has become a tool that can help
decision makers in various domains connect with changing and
disparate of consumers and other stakeholders at various levels.
The reason is that Twitter posts reflect people’s instantaneous
opinions regarding an event or a product, and these opinions spread
quickly [39].

1http://www.twitter.com
2http://www.statisticbrain.com

As researchers, we concentrate on Twitter for three reasons.
The first reason for choosing Twitter is its popularity. Enormous
numbers of people constantly post on Twitter regarding many
varied topics. Topics could be politics, sports, religion, marketing,
people’s opinions or friends’ conversations. Being a constantly
updated huge repository of facts, opinions, banters and other
minutiae, Twitter has received a large amount of attention from
business leaders, decision makers, and politicians. This attention
comes from the desire to know people’s views and opinions
regarding specific topics [71]. The second reason for using Twitter
is the structure of its data, which is easy for software developers to
deal with. The data is structured in such a way that all information
regarding a tweet is rolled into one block using the Json file
format. A block consists of many fields regarding user information,
tweet description and re-tweet status. This type of structure eases
difficulties in mining for specific information such as tweet content
while ignoring other details such as user or re-tweet status. Finally,
Twitter provides data filtering based on features such as retrieving
tweets in a specific language or from a certain location. This
flexibility in retrieving data encourages developers to perform
research and analysis using Twitter. However, there is a limit on
the size of retrieved data within a certain period of time. To retrieve
more than 5% of all tweets, developers need special permission
from Twitter.

The discussion above provides good motivation for finding
approaches to apply data mining techniques on messages or
posts in social networks. Researchers and analysts face two main
challenges when they work on extracting information from social
media. The first challenge is due to the brevity of Twitter posts.
The second challenge is the huge amount of data streamed from
Twitter. Fast algorithms are crucial in some cases, such as opinion
mining in stock markets, which need real-time analysis.

Hotho et al. present four major challenges in classification of
text generated by social media. These challenges are short texts,
abundant information, noisy phrases and time sensitivity [29].
Short texts contain very few words, leading to a lack of features
for classification, negatively affecting results. Twitter produces
around 500 million tweets per day [56] in a variety of languages,
containing spam as well as personal conversations. This means
that we have to filter the tweets for spam and noise before analysis.
However, since the number of tweets is high, pre-processing and
classification require extensive time to perform, which make it
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difficult to perform real-time classification.

In this paper, we focus on short text and stream data for two
reasons. First, we do not need to separate issues due to time
sensitivity and stream data because they can be treated as one
challenge. If a fast algorithm can be developed, both issues are
solved simultaneously. Second, the use of noisy words and phrases
can be partially handled by normalization. Normalization has been
addressed successfully by many methods using dictionaries and
NLP techniques.

The rest of the paper is organized as follows. Before discussing
the challenges, we define important terms in the field in Section 2.
In Section 3, we present the motivation behind this work. Section
4 includes techniques that have been used for classifying text. In
Section 5, we introduce short text classification challanges and we
discuss the published solutions for this issue. Section 6 presents
challenges of processing stream data and solutions. Section 7 has a
brief discussion and thougths regarding social media text classifi-
cation.

2. IMPORTANT TERMS
In this section, we provide short description of terms that will help
understand the rest of the paper. We define the keywords that we
think need to be clarified.

The term Short Text refers to a short message and is usually
less than 200 characters long, such as mobile SMS, online chat
records and some blog comments [20]. They identify three
features in a short text message: sparsity, immediacy, and words
with unrecognizable format. Sparsity refers to a very short text
that contains few words and makes information extraction dif-
ficult. Immediacy refers to messages that are generated in real time.

Twitter Posts (tweets) are the messages that people contribute
on Twitter. Each tweet includes detailed information regarding
the user such as name, location, language, creation time and date
stamp in addition to the content of the tweet. Each tweet has 140
characters, which may be considered a sentence or approximately
18 words [30]. Our focus on this paper is information retrieval
from Twitter posts.

The term Stream Data refers to data that is retrieved continuously
from the Internet or other sources to be analyzed or for any other
purpose. If the results of analysis are required quickly, we call its
applications a real-time application. Obvious examples of stream
data are stock market data and online TV channels. Twitter is
also an example of stream data since it provides the user with
continuous data from people around the world.

Information Retrieval (IR) according to Manning [35], Infor-
mation Retrieval is the process of discovering information hidden
within a big data set. The extracted information cab be named
entities, relationships among entities or a a summary whereas
the big data set could be unstructured data saved on many com-
puters on the cloud. In other words, it is the process of inferring
information from large data files, in our case large streamed
sequences of twitter posts. Some researchers call this process
Information Extraction (IE) when natural language processing
(NLP) is involved.

Machine learning (ML) and Data Mining (DM) Machine
learning is defined, according to Samuel [52], as collection of
methods that can be used by machines to learn from data or
prior experience without explicit programming. According to
Harrington, the techniques used in machine learning come from
many disciplines such as computer science, engineering, statistics,
philosophy, psychology and other fields [27]. The power of
machine learning ilies in its ability to turn data into information.
Data mining may find hidden patterns, predict future trends, and
solve time-consuming problems among large amount of data [67].
These are particularly important in the context of Twitter, which
produce voluminous data that cannot be effectively handled by
humans.

Classification is useful when given a set of classes, we seek to
determine which class(es) or categories a given object belongs to.
For example, in text classification, each class may correspond to
a topic and objects correspond to documents. Each class has a set
of documents that are pre-labeled. These documents constitute the
training set (or data set). A trained classifier measures the similarity
between the given document and the profiles of classes on which it
has been trained and then chooses the class(es) to which the object
belongs. For this reason, it is called a supervised learning method.
The classification process has the following steps:

(1) Collect data,
(2) Normalize data,
(3) Analyze the input data,
(4) Train the algorithm,
(5) Test the algorithm, and
(6) Apply on the target data.

One application of classification methods is the context of Twitter
for opinion mining. A service of a product can be evaluated based
on people’s opinions, where the classifier decides positive and
negative opinions.

Clustering is unsupervised learning, where no label or target value
is given for the data. Clustering is a method of gathering items or
(documents) based on some similar characteristics among them. It
performs categorization of data items exclusively based on simi-
larity among them. Most clustering algorithms need to know the
number of categories in advance. Some researchers use clustering
instead of classification in topic detection because it hard to find
data set for new topics.

3. MOTIVATION
Processing of short text is not a new problem that has suddenly
come to the fore in the past few years. It has been a problem since
people started using text messages at least twenty years ago. How-
ever, the immense popularity of social media has increased the need
to provide efficient techniques to overcome the challenges posed by
publicly available short texts. Social media has received attention
of both researchers and decision makers due to the high rate of in-
crease in the number of active and engaged users. The analysis of
short text has seen some progress in areas other than social media
as we going to show in next section of Section 6.
In addition to short texts, stream data also causes many issues in
analysis of social media. There are two main issues: the need to
process large amounts of information and challenges of handling
steam data. Visualization helps handle stream data, but requires
many challenges to overcome [48]. However, in social media,
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researchers usually prefer to work with static data instead of
dynamic data since static data is more stable. Static data does not
require real-time analysis and presentation, so there is no time
concern for filtering and preprocessing.

Our motivation is to improve the classification of social media texts
by taking advantage of techniques that have been designed to solve
these issues in other fields. We highlight these solutions and discuss
the feasibility of applying these techniques to text classification in
the context of social media. We focus on Twitter due to its popular-
ity in research, the simple structure of Twitter data, and open data
availability.

4. CLASSIFICATION TECHNIQUES
In this section, we show how we can choose a technique that satis-
fies specific requirements. Then, we review popular techniques that
have been used for text classification in general.

4.1 Choosing the right algorithm
Choosing a classification algorithm to apply is confusing since
there are many. In this section, we present issues that need to be
considered before choosing an algorithm.

4.1.1 Define the research goal. What is the purpose of the data
analysis? Is it to predict a particular event or action? Should we
use supervised learning? This is like forecasting weather based on
the past several years of recorded weather information for the same
location. If we are looking for yes/no values, classification is the
choice. If the values to predict are in a number range, we use re-
gression. We choose clustering if the outputs are separate groups.
If no targeted values are needed, unsupervised learning is the ap-
propriate option [27].

4.1.2 Does speed matter?. An important question for researchers
who work on mining stream data is whether the classifier result is
immediately required or not. If results are immediately required,
the classifier needs to focus on performance fewer and faster sim-
ilarity computation, leading to faster classification. One method to
perform high-speed classification is to compare with fewer docu-
ments from the data set, leading to quicker results[14]. This tech-
nique, however, affects the quality of the classifier because the com-
parison is done incompletely.

4.1.3 What is the size of the data?. A new area that has grabbed
attention recently is working with big data. There is a lot of re-
search underway to classify huge amounts of data such as data
coming from scientific instruments that continuously generate large
amounts of data. Data generated by millions or billions of mobile
devices, and sensor technology that uses large number of devices to
track objects and large scale computer networks can generate volu-
minous amounts of traffic data. This amount of data needs efficient
classifier algorithms that provide reasonable processing time.

4.2 Text Classifiers and Short Text
Several techniques are commonly used for text classification.
Classification is different from clustering in two important man-
ners: how the data set is used and whether the number of cat-
egories is known a priori. First, classification uses a training
set of documents D = {d1, d2, . . . , dn}, each document from
the set D has been assigned to a set of classes e.g., C =
{Sport, Politics,Entertainment, . . .}. The classification pro-
cess develops a model of the classes and may use all documents

to do so. Later it uses the model to find the closest class to a given
document to be classified. Clustering does not use pre-categorized
documents; it alternatively measures similarity among documents,
using a similarity measure, and organizes the most similar docu-
ments together into a number of categories. The number of cate-
gories has to be given a priori based on the data set or other crite-
ria. Clustering usually requires more processing time to compare all
documents with each other. However, when the data is streamed, it
means the size of the data is immeasurable and dynamic in content
and topics. This makes clustering hard to apply in social media text
classification. In the next section, we present a few different tech-
niques for classification and how they have been used in the content
of social media. We also discuss how researchers have overcome
the problem of short texts when they use these techniques.

4.2.1 Naı̈ve Bayes. A technique used widely is Naı̈ve Bayes clas-
sification, which uses a probabilistic algorithm that takes into ac-
count the frequencies of appearance of terms in documents as well
as in labels. Therefore, it assigns class C to document d by count-
ing terms and computing the probability that a document d belongs
to class C using the Bayesian formula. Researchers have tried to
improve Naı̈ve Bayes classification through methods such as re-
ducing the number of probabilities by using index term selection
methods [55]. Using a combination of Expectation-Maximization
and a Naı̈ve Bayes classifier is another way to increase the accu-
racy of the classification [43].
Naı̈ve Bayes is an easy technique to apply for text classification.
Examples for situations where it has been used are recommenda-
tion systems [53], topic detection [58], finding trending topics [33],
spam detection [41], and summarizing social media-blogs [57]. An-
other way to improve Naı̈ve Bayes classification process is to use
unlabelled documents for training in order to get high correlation
between a word w and a class L [13].

4.2.2 K-Nearest Neighbor. In contrast to Naı̈ve Bayes classifica-
tion, which is based on a probabilistic algorithm, the K-Nearest
Neighbor classifier [10] relies on mathematically measuring the
distance between documents that are presented. All documents are
pre-labeled as belonging to its appropriate class. The cosine sim-
ilarity measurement is commonly used with K-NN . If the given
document d is similar to a document that is labeled to class C,
we can assign document d to this class as well. Often, the clas-
sification accuracy of K-NN can be improved significantly if
Large Margin Nearest Neighbor or Neighborhood component anal-
ysis is applied [29]. The use of K-NN for text classification is
widespread; however, it needs a significant pre-processing stage.
This pre-processing stage transforms documents and words into
sparse numeric vectors which use linear algebraic operations [30],
which are necessary for most classification techniques as well.

4.2.3 Decision Trees. Quinlan represent a method to automati-
cally generate rules that can be applied on data points by training
on labeled data [47]. One starts with one rule to split data into two
or more sections, then each section is again split by a different rule.
The process is repeated until a point is reached such that data is
classified into homogeneous groups. Consequently, the Decision
Tree assigns the given document to that class, which is supposed
to be the mo st similar. The advantage of using this approach is
that it is faster compared to other techniques [29]. However, Deci-
sion Trees have the disadvantage of relying only on a few terms of
comparison.

4.2.4 Support Vector Machine. A Support Vector Machine
(SVM) [11] is a supervised classification algorithm that splits data
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into classes based on the widest margin between points in the
classes. Linear SVM, the most commonly used, separates classes
using a hyperspace given by w × x − b = y. Y is referred to as a
linear separator which is trapped between upper class margin y = 1
and lower margin y = −1. A binary SVM algorithm takes positive
and negative examples of the training set and draws a hyper-plane
to separate two classes [11].
In social media, SVM has been used to solve many problems, one
of them being opinion mining. O’Connor et al. extract tweets to
measure people’s satisfaction regarding a product [44]. The ap-
proach relies on SVM to divide Twitter posts into positive and neg-
ative classes based on the appearance of sentiment words. They
compare classification techniques for text and determine that SVM
produces the most accurate results among the methods tested [17].
Similarly, Zubiaga et al. classify Twitter posts to infer trending top-
ics [73]. In addition to four types of trending topic triggers known
as news, events, memes, and memoratives, Soboroff et al. use fif-
teen additional straightforward features or characteristics to predict
the spread of trending topics [59]. The authors use SVMs to clas-
sify the trending topics and categorize them automatically.

4.3 Mining Stream Data Using Text Classifiers
Babcock et al. address technical challenges regarding the speed of
classification algorithms, unexpected sizes of data, and processing
on the fly [3]. The algorithm should be fast and efficient, which is
hard to achieve at the same time with stream data. The incoming
data need to be measured in order to choose the best fit algorithm
[69]. Because of the many challenges of applying data mining
techniques, some researchers have come up with new techniques
or sometimes modifications of standard techniques to overcome
these challenges.

An example is trending topic identification by Lee et al. who
classify trending topics into general categories using text-
based modeling and network-based modeling [33]. The authors
limit trending topics to be only the top five terms that come
from the most influential users’ tweets and call it C5. The
classifier shows best accuracy when C5 is used instead of K-
NN,SVM,LogisticRegression [7], or ZeroR in the same
research.

Multinomial Naı̈ve Bayes is used widely since it is fast for text
classification [40]. It considers a document as a bag of words. It
computes the frequency of each word in the collection of training
documents of that class and it obtains the probability of a word
occurring in documents of the class. The probability of class c given
a test document is calculated as follows.

P (c|d) ∝ p(c)
∏

1≤k≤nd

P (tk|c) (1)

Equation (1) Calculating the probability of class c.
P (c|d) is the probability of a document d in class c, p(c) is the
prior probability of a document (tweet) occurring in class (topic) c,
and P (tk|c) is the conditional probability of term tk occurring in a
document of class c. Pak and paroubek use classification based on
the multinomial Naı̈ve Bayes classifier for sentiment analysis [45].
Similarly, Bifet and Frank claim that multinomial Naı̈ve Bayes pro-
vides higher accuracy classification when it is used in topics trend-
ing discovery.

5. THE CHALLENGE OF SHORT TEXT
CLASSIFICATION

In this section, first we review current approaches to overcome is-
sues in classifying short texts in the context of Twitter posts. Each
approach has advantages that make it perform well in some situa-
tions. However, these approaches show some drawbacks, especially
when working on datasets such as Twitter data.

5.1 Current Approaches
We review the techniques that have been applied in text classifica-
tion to overcome problems created by the short length of Twitter
posts.

5.1.1 Many Tweets in a Single Document. One of the methods
to handle tweets is to combine many Twitter posts as a single doc-
ument, based on common features. For example, a document may
contain all posts that are obtained when we search for a keyword.
The process of analysis then becomes easy since we deal with a
single document for each keyword. An example is using keyword
appearances during a specific period of time to summarize Twitter
posts [57]. Before collecting documents, Sharifi and Kalita use a
Naı̈ve Bayes classifier to remove spam and irrelevant tweets. They
also remove non-English and duplicated posts. Then, They collect
all Twitter posts based on the appearance of a keyword or a hashtag
into a single document. Their algorithm analyzes the tweets to
generate one sentence that summarizes the content of a document.
Given a number of posts within a document, they centralize the
common keyword as the root in the middle to build the sentence
and generate an ordered path of words on both sides of the root
considering the position of words in posts within the document.
The algorithm weights paths of words from the beginning to the
end through the central keyword, by taking into account weights
of individual words along the path. Word weight is calculated by
the frequency with which a word appears in a tweet divided by
frequency of its appearance in the training set (relevant posts).
After calculating the weight for all paths, the algorithm chooses
the path with greatest total weight among all generated paths.

Wing and Baldridge split the collected tweets so each user’s tweets
are in a single document [66]. Then from its content, they predict
the user’s location based on the textual content and a geodesic on
earth. The prediction relies on a simple supervised method based
on three distributions. First is κ which is a standard multinomial
distribution of vocabularies over a map grid. Second distribution is
θ, the distribution of single document. Third, ρ distribution that is
the reverse of the first distribution.

Another example of using a single document for a single user
is topic modeling [28]. Hong and Davison classify Twitter users
and their messages into topical categories, obtained from Twit-
ter suggestions. The users are picked from a trusted list from
wefollow.com and 150 messages from each user are aggre-
gated. They compare three schemes called MSG, USER, and
TERM schemes. The difference among the schemes is the train-
ing method–whether it trains on messages, user profiles, or mes-
sages that contain a specific term, respectively. The USER scheme
provides the best result (82% accuracy for message classification)
when it is used with TF -IDF (term frequency inverse document
frequency) weighing [51] and topics T = 50 Jensen-Shannon (JS)
divergence [18] is used to measure the similarity among the docu-
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ments probability distributions.

DJS =
1

2
DKL(P ||R) +

1

2
DKL(Q||R) (2)

Equation (2) Calculating (JS) divergence.

R =
1

2
(P +Q) (3)

Equation (3) Calculating R.
Where DKL(P ||R) represents the KL divergence between docu-
ment P and R. Here

DKL(A||B) =

M∑
n=1

φnalog
φna

φnb

(4)

Equation (4) Calculating KL divergence.
WhereM is the number of distinct term types, and φna is the prob-
ability of term n in topic a. This approach has been leveraged by
other researchers to improve a recommendation system based on
the same methodology [26]. They consider a user’s profile as a
source that is used to calculate weights of terms and IDs so it can be
used in their recommendation system “Twittomender”. A user pro-
file includes user’s tweets, followers, followees, followers’ tweets,
and followees’ tweets. They use TF -IDF as a weighting metric,
which is shown in these equations:

TF.IDF (ti, UT , U) = tf(ti, UT ) • idf(ti, U) (5)

Equation (5) Weighing Metric.

tf(ti, UT ) =
ni,T∑
k
nk,T

(6)

Equation (6) Calculating term frequency.

idf(ti, U) = log
|U |

|{d : tiεd}|
(7)

Equation (7) Calculating inverse document frequency.
where ti is a term, UT is user who wrote the tweets, U is a set of
users, and T is a set of tweets. d is referred to as the document
profile and k is number of documents. Therefore, in 6, ni,T is
the number of a specific term in document i divided by the total
number of term t occurrence on all documents. They compare
nine recommendation strategies within two groups. The first group
contains content-based strategies that represent users by their
tweets, followees’ tweets, followers’ tweets, or combination of
all tweets. The second group contains collaborative filtering style
strategies that represent users by IDs of followers, followees, or
both. The last two strategies are combination of some previous
strategies. They found that the recommendation strategies perform
equally well. However, performance correlates with the number
of recommended users inversely and the best number is around 5
users.

Information about the profile of a Twitter author may help handle
issues in classification when many tweets are treated as a single
document. Sriram et al. classify tweets using author information
as domain-specific features [60]. The author information consists
of the authors’ profile and posts written by the author, where cate-
gories include news, events, opinion, deals, and private messages.
They use simple bag of words and Naı̈ve Bayes classification with
author topics so they can narrow them to the author topics only.

The author selection features are presence of slang and abbrevia-
tion, event phrases, mentions from other authors, currency signs,
opinion terms and word emphasis. This approach relies on analyz-
ing these features and building a learning model so the algorithm
can be trained using a training set and then categorize tweets au-
tomatically based on the learning method. For example, if slang
and abbreviation words do not appear in a tweet, it might mean
it is news-related. The advantage of this approach is the ability to
exploit features that are included in the tweet itself without using
outside sources such as Wikipedia.

5.1.2 Collecting Tweets Based on Time Frame. In order to
measure a topic’s popularity over time, tweets may be saved in
daily documents. Then, one can find relations among the topics
that appear in all documents to show the topics’ lifespan and
strength. Weng and Lee measure topic popularity by applying
approaches for time series analysis to track topic appearance in
each document [64]. A time series is usually used to predict the
future based on past statistical data on topics such as weather.
The approach’s drawback is the difficulty of tracking many
topics if documents are very large. For example, a daily docu-
ment may contain up to 5% of 500 million Tweets per Day (TPD)
that developers and researchers are allowed to retrieve from Twitter.

Some researchers use shorter time frames such as earthquake detec-
tion system [61], Sakaki et al. were looking for specific keywords
regarding earthquakes in specific areas in order to detect the oc-
currence of earthquakes. A time frame of 10 minutes is used to
measure the appearance of the required keywords. This system im-
plements a near real-time method (update every ten minutes) and it
takes advantage of the use of short texts to measure keywords’ ap-
pearance. This research classifies Twitter posts using a linear kernel
SVM to either a tweet includes keywords that are related to earth-
quake occurrence or it just a normal conversion.

5.1.3 A Single Tweet as Single Document. The third approach
that researchers rely on to handle the shortness of texts in Twit-
ter, is to treat each tweet as a single document as usual [45]. Pak
and Paroubek conduct sentiment classification and opinion identi-
fication using this technique. The reason for applying this method
is that each tweet contains emotional symbols that signify message
sentiment to indicate if it is positive, negative or neutral. Therefore,
gathering tweets into a single document may not provide the same
result. In other words, if we gather emotional symbols form various
tweets in a single document, the emotions expressed will be mixed
up. Because these emotional symbols are assigned to terms within
the tweets, the document may provide incorrect results when tweets
are combined.

5.2 Alternative Solutions
In this section, we discuss techniques that may help overcome dif-
ficulties in classifying short texts. However, the techniques we dis-
cuss have not been used for classification on social media texts yet
to the best of our knowledge. The methods have been used in clus-
tering such as in topic detection.

5.2.1 Enrich Twitter Posts. One way to overcome the problem of
classifying short texts is to make them longer. Therefore, we need
to find related content that is similar to the short text we have. The
relation may be with content in documents obtained from either
internal sources or external sources. Using an internal sources
means that information inside the tweets themselves is used in the
enriching process by extracting word synonyms from tweets. Hu

5



International Journal of Computer Applications (0975 8887)
Volume 111 - No. 9, February 2015

et al. use WordNet to extract synonyms of each noun in a snippet
of text [31]. To improve clustering for short text, they use these
synonyms and Wikipedia named entities in addition to the original
text. The purpose of clustering is to understand these snippets by
using external knowledge.

Another method to leverage word semantics is by Romero et al.
who generate a semantic analysis of each term, entered by a user
in a tweet by finding its synonyms, and then by performing web
search with these words [49]. This technique is also used in search
engine algorithms used by Google and Bing [35], which do not
show the exact match words only but also include the synonyms of
these words in performing matches. Weng and Lee go beyond this
by stemming words and using all possible prefixes and suffixes
in the search process [64]. This approach improves search engine
results. In classifying social media texts, we may consider limited
semantic analysis as a secondary tool when classifying.

In contrast, external sources indicate using content beyond the
tweet’s contents in the enriching procedure. An example of using
external content is [1], where they use news articles to enrich the
contents of tweets. This approach links a tweet to the content of
news articles found at the URL included in a tweet. The purpose
is to understand the meaning of hashtags or ambiguous content in
the tweets. They measure the similarity between a tweet t and news
article s with TF -IDF score.

5.2.2 Compare two short texts. In contrast to gathering tweets in
one file, another solution is to limit the comparison to short texts.
In other words, make data set documents short to make the com-
parison fair between a given document and the documents in the
data set. This is used by Sahami and Heilman who simply convert
two texts to queries before comparison using Google as the search
engine [50]. They next rank the suggested queries using TF -IDF
to weight the result as in this equation:

wi,j = tfi,j × log(
N

dfi
) (8)

Equation (8) Ranking queries using TF -IDF .
Where tfi,j is the frequency of term ti in document dj , and N is
the set of documents in the corpus. dfi is the total number of doc-
uments that include term ti. The queries have similar information
except they are written in a different format or in different words.
The comparison then becomes between the original text with top
queries on one side and the second text with its top queries on
the other side. The common features between this method and
the previous methods is that both rely on using outside resources.
However, this cannot be applied in the case of Twitter posts
classification because the average length of tweets is longer than
an average length of a query which lead to inaccurate result. If
the query is long, the outcome extend to include unnecessary result.

Thus, we may limit the query to the most important keywords in
a tweet. We pick these keywords based on weight calculation. The
calculation aims to find the most popular words among many tweets
after filtering the tweets words for a certain topic. We may also ap-
ply this method on other social media that uses smaller vocabular-
ies such as in Instagram. The text in Instagram is more pliable since
posts describe a picture and may include hashtags.

5.2.3 Manipulate Classifier Rules. Specifying rules based on
word usage for classification could improve performance. [20] de-
velop an algorithm using rules and statistics to classify short texts.

They claim that classification performs best if rules and statistics
are added compared to regular techniques of classification. The
essence of this algorithm is to use statistical calculation X2 that
weights words as following:

Wweight =
N × (A×D −B × C)2

((A+B)× (C +D)(A+ C)× (B +D))
(9)

Equation (9) Calculating X2 weight.
where N is the total number of documents, A is the number of
documents in category Ci that word w appears in, B is the number
of documents in other classes that w appears in, C is the number
of documents in category Ci that w does not appear in, and D is
the number of documents in other classes that w does not appear
in. In Twitter we may use the same calculation with documents that
include tweets regarding a specific topic for example.

5.2.4 No Need to Solve. With all these complications with clas-
sification of short texts, there is an opposing opinion for working
with short texts. A few researchers consider short text an advantage,
citing the famous quote “The least said the better.” For this reason,
Bermingham and Smeaton claim that sentiment classification for
short reviews is easier than for regular long reviews [5]. The reason
is that when the judgment is made on a review, the decision is made
based on a few term appearances. In short texts, once the terms
appears, the decision is made quickly. However, in longer docu-
ments such as movie reviews include many appearances of opposite
terms, which may lead to inaccurate judgment. The classifier used
by Bermingham and Smeaton are Support Vector Machine (SVM)
and Multinomial Naı̈ve Bayes (MNB). The accuracies were around
70% for microblog classification, around 60% for blog post clas-
sification, and around 80% for movie reviews classification using
unigrams, bigrams and trigrams. This research has not been applied
to Twitter posts, but the problem is quite similar in tweets.

6. THE CHALLENGE OF MINING STREAM DATA
Stream data means that the data is retrieved continuously. Twit-
ter provides for retrieving posts through their API with some
limitations. The challenge of analyzing this kind of data lies in
reducing the difference between the time of retrieval and the time
of analysis. A delay in processing one of these tasks creates a
cumulative gap between the analysis time and the retrieval time.
Classification is also affected by the huge number of short tweets
spread out over many different topics, and hence, with many
features.

Static data is useful and easy to analyze. However, there are
situations where continuous monitoring is required. For instance,
decision-making, trend detection, event tracking and monitoring
require real-time analysis; otherwise an analysis is useless [19].
Furthermore, for stakeholders the information should be compre-
hensible and quick to obtain. Therefore, visualization is one of
the tools that we need in order to provide the information in a
comprehensible manner.

In stream data, time limitations is hard to control. One of the
goals of this survey is to present techniques that are able to handle
stream data well. We can then determine if these techniques can be
applied to classify social media posts as well. For example, stream
data could be saved and later analyzed within a flexible time
period such as an hour or 24 hours. Although the choice of a time
window is flexible, the analysis process is performed the same. The
only difference is the size of retrieved data, which is sometimes
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critical. In other words, classification time may become substantial
with stream data. The time includes retrieval time, filtering and
noise removal, extraction of information, and classification time.
Retrieving data from social media differs from retrieving regular
information from a website. The enormous amount of data coming
from social media needs to be processed on the fly since saving
such data is costly. For example, in context of newswires articles,
Buehler et al. use a database buffer to save the text stream from
newswires to overcome the costly storage problem and make the
approach fast [2]. The cost was high because the visualization is
continuous for stream text. So instead of saving text in database,
they save the statistics regarding the text that is visualized.

Rohrdantz et al. address the challenge of visualizing stream data
and identify three scenarios where it is necessary. The first is
emergency management and response, which includes mining
user generated text [48]. This may help track changes in stream
data in order to detect and monitor unplanned emergency events,
e.g., hurricanes, accidents, and attacks. For instance, Sakaki et
al. use Twitter as a monitor to detect and track earthquakes using
the users as sensors [61]. News and the stock market are the
second scenario domains that need fast and real-time information
analysis according to Rohrdantz et al. [48]. Timely and useful
information helps stakeholders prevent financial loss and gain
competitive advantage in pursuit of profit. The third scenario is
server administration and log management, where data is analyzed
for security purposes.

Static data is useful and easy to analyze. However, there are
situations where continuous monitoring is required. For instance,
decision-making, trend detection, event tracking and monitoring
require real-time analysis; otherwise it is useless [19]. Therefore,
visualization is one of the tools that we need in order to provide
the information in a comprehensible manner.

For marketing, knowing the total numbers of followers for an
individual is useful to accurately measure influence of a tweets
author. Measuring influence of Twitter posts has received more
attention than the analogous problem for any other social network
because of the current popularity of Twitter. Consequently, re-
search is focusing on finding more accurate ways of measuring the
influence of Twitter posts based on different variables. Recently,
news sources and websites have begun to measure the power of
a speech or an event by the tweets per minute (TPM) metric3.
The beginning of this metric dates back to the 2012 Olympics in
London. TPM has become a popular choice because it is a quick
way to get a barometer on the opinion of the masses. Even though
all social media sites have the ability to apply such a technique,
Twitter’s use of such a metric has been impactful [34]. However,
when people mention a user in their posts, The TPM measurement
shows the number of people who are talking about an event, but
it does not necessarily reflect how much people are interested
in the topic because the content may include different cognitive
dimensions of emotions.

Tsur and Rappoport introduce an algorithm that determines
whether a hashtag trend contains positive or negative tweets [62].
The algorithm calculates the most frequent words that appear
within the hashtag and maps it to the 69 Linguistic Inquiry and

3https://blog.twitter.com/2013/behind-the-numbers-tweets-per-minute

Word Count (LIWC)4. If the most frequent word is positive, it
means the talk regarding the topic is positive. Not all people use
the same vocabulary on Twitter, and the noise included in these
tweets reduces the accuracy of any result. For example, the #CNN
hashtag brings up the most recent news from the news source CNN,
so people can get updates of breaking news by following the hash-
tag. However,these posts do not contain positive or negative words
because the hashtag is not for specific event.

6.1 Current Approaches
Many approaches for stream data in social media rely on process-
ing saved data as a first step. Consequently, time becomes critical
with THE saving and analyzing processes. Developers save the
information they want to analyze and classify. The drawback of
these approaches is the time constraint. However, if classification
works continually on the stream data, the result is fast. A state of
the art approach to detect earth quacks that uses this technique is
the earthquake detecting system provided by [61]. The system,
as we mentioned earlier, like a physical earthquake detector,
considers Twitter users as sensors that provide information to the
detector. The time frame for calculating theses keywords is 10
minutes or less. What makes it state of the art is the quickness of
providing earthquake alarm by analyzing stream data.

Predicting events of all sorts from social media has become a
topic of great interest in the last few years [54]. Much work has
been done to forecast information based on people’s opinions,
starting from disasters and emergencies such as predicting flu
trends around the world [12]. Researchers have also attempted
to predict the stock market based on Twitter users’ opinions and
how much their opinions are reflected in the movement of the
stock market itself [72]. Zhang et al. approach is simply tracking
certain emotional words, and tag tweets based on them such as
being fearful, happy, or hopeful. Zhang et al. found that the more
emotional words that appear in Twitter the more it is that people are
worried, even when there are positive emotional words. Measuring
mood may be helpful in this situation. For example, Bollen et al.
attempt to predict the Dow Jones Industrial Average (DJIA) by
developing two tools: OpinionFinder and Google-Profile of Mood
States (GPOMS) [6]. OpinionFinder determines if a sentence
is positive or negative using Part of Speech POS information
and a dictionary list of words created by Wilson et al. [65].
Google-Profile of Mood States (GPOMS) has 6 dimensions of
mood measurement (Calm,Alert, Sure, V ital,Kind,Happy),
which are derived from the Profile of Mood States (POMS-bi) [42].
Unfortunately, Bollen’s results are not promising, as they claim,
because emotional analysis in Twitter was not able to predict the
stock market movement [6].

Sellers and creators also would like to measure opinions about a
product they sell or a service they provide. For example, movie
makers attempt to measure people’s opinions via Twitter users.
Wong et al. investigate the ability to predict whether there is a
relation between users’ opinions and Oscar nominations for films
[68]. First, Wong et al. determine if a tweet is relevant to a movie.
Then, they classify tweets’ sentimentality as “negative”, “positive”,
or “mention” (does not contain positive or negative terms). Then,
they regulate the temporal context of a tweet: whether it is written
before, after, or concurrent to the time of release a movie. They use
SVM in the classifier, which perform classification more efficiently

4http://www.liwc.net
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than using Naı̈ve Bayes. They found that Twitter users have more
positive reviews than other rating sites and they show that there
is no relationship between box office gains and social media
reviews. Another group of people who are interested in prediction
from social media are politicians. Gayo-Avello et al. attempt to
predict winners of election in the 2010 US congressional elections
race [23]. They use a polarity lexicon to determine positive,
negative, and neutral terms. Gayo-Avello conducts a survey of a
large amount of political prediction work done based on social
media, especially Twitter [22]. Gayo-Avello claims that most
current work is weak and does not present a reliable prediction
methodology in the context of social media. Therefore, he provides
some suggestions to improve techniques such as choosing the
duration and method of collection, data cleansing measures, and
performance evaluation. In conclusion, at this time all research
done to predict stock market or elections from social media are
unsuccessful or do not perform as expected [54].

A problem that can benefit from real-time analysis of social media
text is spam detection. McCord and Chuah work on detecting
spammers by divide the approach into collection followed by
classification [41]. The collected data is saved for different time
durations, making it easier to analyze. The drawback of this
process is the costly side effect of saving data physically. This
technique has not been applied on Twitter for the general public so
people can detect spammers. Consequently, the problem of credi-
bility of Twitter content still exists for regular users of Twitter [9].
This motivated Gupta et al. at Qatar Computing Research Institute
(QCRI) and the Indraprastha Institute of Information Technology
(IIIT) to develop an evaluation tool. The tool, called “tweetcred,”
[25] is publicly available for download from the Google Chrome
Extensions store 5. The tool is integrated with the Twitter website
to show a meter, beside a username, with a scale of seven stars
that shows an evaluation of the user’s credibility. They measure
credibility based on information within the tweet’s content. There
are around 45 features such as URL appearance, number of
followers, and tweet’s length. In addition to all these features,
tweetcred learns to improve evaluation since it receives feedback
from users. The speed of the process, according to the paper, is
6 seconds to show the evaluation. The classifier used is SVM-
rank [32] trained on data from six high impact crisis events of 2013.

Topic detection in social media allows an analyst to identify topic
of high interest in social media. Topic detection helps reveal what
topics people are spreading and, how fast the spread is. According
to Petrović et al., celebrity death is one of the fastest spreading news
topics on Twitter. With high growth in the number of tweets, it is
difficult to have an algorithm which works efficiently in real time
[46]. Wang and Lee [64], from HP Labs, demonstrate that trend-
ing topics can be performing statistical computing on the words
present in the posts [39, 24]. Benhardus and Kalita develop an algo-
rithm that identifies trending topics by computing term frequencies
and the inverse document frequency [4]. They start with normalized
term frequency within document dj as shown in this equation:

tfnormi,j
=

ni,j∑
k
nk,j

∗ 106 (10)

Equation (10) normalize term frequency.
Where ni, j presents the appearance of term ti and the summation
is the number of total words in document dj . Then use trend scoring

5https://chrome.google.com/webstore/detail/tweetcred/fbokljinlogeihdnkikeeneiankdgikg

for each word using this equation:

tsi,j =
tfnormi,j

atfnormi,s

(11)

Equation (11) Trend Scoring
in which

atfnormi,s
=

∑
S={s1,...,sp}

tfnormi,sk

P
(12)

Equation (12) Appearance of Term Frequency. Where S is the set
of p baseline documents to which the test document was compared.
Another technique for topic detection is by Gao et al. who use the
detected topics to create a summary of Twitter posts [21]. They de-
tect sub topics for each main topic in order to build the summary.
They develop the Offline Peak Area Detection (OPAD) algorithm
that detects a peak area P and its appearance period. The algo-
rithm uses Transmission Control Protocol (TCP) congestion detec-
tion [36] that computes mean (the sum over every possible value
weighted by the probability of that value) and variance (measure
the distance among numbers and how they spread out) to find the
being of peaks P in Twitter streams S and the number of tweets.

6.2 Alternative Solutions
In this section, we provide some suggestions to overcome the
issues with stream data that we have discussed earlier. First, we
look at how to deal with the infinite length of stream data. How
much data should be saved to get the best result when resources
are limited? Another challenge is limited time, especially when
results are demanded quickly. We review some solutions that have
been used in various areas, so that we can learn from them if we
want to improve classification of social media texts.

There is not much prior research on text classification in real-time.
Instead most research performs analysis in almost real-time by
saving data and then analyzing it. Buehler et al. visualize stream
data coming from consumers to facilitate recognizing system bugs
[2]. To overcome the time constraint challenge when receiving
vast numbers of emails from customers regarding bug report, they
visualize only the most important keywords, where importance is
determined by term frequency. If the term frequencies of words
in an email are high, the term is included in the display graph.
They also build connections among terms that are present in
the same email, and the length of the connection between two
terms becomes shorter if they appear together more frequently.
Therefore, we may be able to apply this technique to identify
the most important Twitter accounts that need quick responses
in an emergency. Tyshchuk et al. recommend that it is necessary
to engage social media in developing emergency plans for all
organizations, and suggest developing data mining techniques to
detect emergency situations from analysis of social media [63].

Dubinko et al. investigate the impact of using different sizes of
buffers to perform classification [16]. They observe that when the
data being classified is static, the size of the buffer does not mat-
ter. However, if classification requires automatic update for data set
training to work with the dynamic of data, the buffer size affects
the result. Statistical information is impacted by buffer size because
the size is computed over long periods. However, they did not de-
termine ideal size for buffering since every situation has different
requirements. In classifying social media texts, buffering is impor-
tant, especially with the huge number of posts on Twitter. Another
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important aspect that requires attention when classifying social me-
dia text is measuring a user’s influence. If a famous celebrity has
millions of fans (followers), they see their tweets and spread news
in seconds while if the same tweet is written by a user with low
number of followers; it will not have the same impact. Therefore,
the buffering system should be used wisely since the sizes of buffers
impact analysis results in situations such as measuring relationships
amongst networks or users in social media. Cha et al. track relation-
ships and interactions among users such as the number of followers,
retweet totals, and mention numbers [8]. They find that, among 6
million users, there are only 233 users who have garnered massive
amount of mentions and retweets. They use Spearman’s rank cor-
relation coefficient as a measure of the strength between two rank
sets:

ρ = 1−
6
∑

(xi − yi)2

N3 −N
(13)

Equation (13) Calculating Spearman’s rank.
Where x and y are the ranks of users based on one of influence
measures in database of N users. Hence, they suggest focusing on
the most influential users instead of focusing on all users.

Recently, visualization has become the focus of attention for
researchers in many areas because it makes it easier to show results
to users and researchers in the presence of massive amount of
data. Stanford University has just built a facility for collaborative
scientific visualization6. This lab helps researchers visualize their
data by taking advantage of supercomputers and high definition
screens. However, because the lab is new, there is no facility
for text visualization yet. Efforts have been made to involve
data visualization in business as well. Pivotal7 is a company that
provides its members with tools to visualize data. It is simple
and easy to apply since it uses the Hadoop8 framework written in
library. The company provides an example9 that presents Twitter
hashtags using their application that simply runs statistical analysis
over real time posts and presents them in terms a number of circles
where sizes of circles indicate the number of hashtag appearances
to adapt the tool to show popular keywords in Twitter as well.
These two examples show the trend in present data visualization
instead of just showing numbers and graphs, but no much effort
has been made in visualizing social media text.

To visualize text in social media, [15] concentrate on visualizing
people’s conversations during significant events by tracking hot
keywords using term frequencies within a time window. Another
feature is providing related photos for an event. This feature is
already provided by Twitter when a user searches for a keyword
related to an event or a hot topic. Dubinko et al. visualize tags
from Flickr (flickr.com), a social network to share images in order
to detect hot topics [16]. Xu et al. compare the popularity of two
Twitter topics as a case study: the 2012 United States presidential
election and the Occupy Wall Street movement using agenda
setting to characterize the dynamics of topic competition and
impact of opinion leaders [70].

There is another significant problem for mining stream data, re-
ferred to as concept-drift. According to Masud et al., concept-drift

6http://news.stanford.edu/news/2014/june/hive-open-house-060514.html
7http://blog.pivotal.io
8http://hadoop.apache.org
9http://blog.gopivotal.com/pivotal/products/spring-xd-for-real-time-
analytics

indicates change in the topics being discussed in stream data, re-
quiring generation of new data sets for the classifier to get accurate
results [38]. Masud et al. propose an algorithm that uses a decision
tree with additional ability to determine whether new data belong
to a particular known class or belong to a novel class automatically.
They apply the algorithm on classifying data for Network Intrusion
Detection (KDD Cup 99)10 and Forest Cover11, showing greater ac-
curacy and speed compared with K-NN . In their follow up work,
Masud et al. overcome concept-drift by using an adaptive decision
boundary and the Gini coefficient [37]. They build a graph to detect
multiple novel classes and determine the connections between in-
cluded components. This is needed in social media since the topics
and users are changeable rapidly and affected by many conditions
and situations. In order to apply this technique to classify social
media text, we need to obtain values for the two parameters that
Masud et al. use in their technique. It may be advantageous to use
various data sets for each chunk of data, following their lead.

7. DISCUSSION
Twitter does not have a long history but it has received a great
deal of attention since its founding in 2006. It is easy to get in
a conversation with other people and exchange short messages.
Twitter provides open source access for researchers, analysts
or anyone interested who want to work on their posts. This has
encouraged a large number of research publications on various
topics related to Twitter posts. All of the above has encouraged
us to dig into classification and follow the state of the art of the
work that has been done regarding social media, concentrating on
Twitter. The first challenge, short text classification, has received a
good deal of attention and was very active between 2009 and 2011
since it twitter was born. Some solutions have been successfully
found as mentioned earlier.

Mining streamed text data has recently become popular as daily
posts on Twitter reached 250 million in 2012 and 500 million in
2014. Many papers have been published dealing with the two is-
sues of mining stream data: incremental classify and infinite length.

We have seen many researchers focus on each challenge separately
and ignore other challenges. The researchers need to work on solv-
ing all challenges simultaneously to achieve research purposes such
as prediction or topic detection. Lastly, there are many other areas
such as text visualization, incremental data analysis that need to be
studied in order to get a handle on classification and analysis of the
fast growing number of Twitter posts.

8. CONCLUSIONS
In this paper, we review text classification techniques that have
been used to overcome the challenges posed by the short length
of messages like those found in social media sites such as Twitter.
We also present techniques that have not yet been used to classify
short text in the context of social media. The second challenge in
classifying social media text is that the data is streamed. We re-
view stream data classification techniques that have not been used
for classifying social media text. As future work, we would like
to implement the suggested solutions to simultaneously overcome
challenges caused by short text and stream data. We will evaluate

10http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html
11http://www.wri.org/applications/maps/forest-cover-analyzer
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the performance of these techniques. In addition, We want to ex-
tend the research to include classifying all kinds of streamed text
such as news feed instead of focusing only on social media.
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