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Chapter 1

Introduction

Increasing test cost is a major challenge facing the IC design industry today [1].

Shrinking process technologies and increasing design sizes have led to highly com-

plex, billion-transistor integrated circuits. Testing these complex ICs to weed out

defective parts has become a major challenge. To reduce design and manufacturing

costs, testing must be quick and effective. The time it takes to test an IC depends

on test data volume. The rapidly increasing number of transistors and their limited

accessibility has spurred enormous growth in test data volume. Techniques that de-

crease test data volume and test time are necessary to increase production capacity

and reduce test cost.

Scan-based test has become very popular in face of increasing design complexity

[2] as it offers high level of fault coverage conveniently by using electronic design

automation (EDA) tools. Simplicity is a very important feature of scan technology.
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Scan test is easy to understand, implement, and use. Because of this simplicity,

scan has been incorporated successfully in design flows without disrupting important

layout and timing convergence considerations. Even more importantly, the following

features of scan test are now widely understood in the industry [3]:

• Scan has proven to be a critical design function. Its area requirements are

accepted and are no longer considered to be an overhead.

• As a result of implementing scan chains, scan adds only combinational logic

to the existing edge-triggered flip-flops in the design.

• Scan does not require changes to the netlist for blocking Xs in the design. An

unknown circuit response during test does not inhibit the application of the

test itself.

• Scan has led to the development of several useful scan diagnostic solutions

that rely on statistical analysis methods, such as counting the number of fails

on the tester on various scan elements.

As chip designs become larger and new process technologies require more complex

failure modes, the length of scan chains and the number of scan patterns required

have increased dramatically. To maintain adequate fault coverage, test application

time and test data volume have also escalated, which has driven up the cost of test.

Scan chain values currently dominate the total stimulus and observe values of the
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test patterns, which constitute the test data volume. With the limited availability

of inputs and outputs as terminals for scan chains, the number of flip-flops per

scan chain has increased dramatically. As a result, the time required to operate

the scan chains, or the test application time, has increased to the extent that it is

becoming very expensive to employ scan test on complex designs. To understand

the impact of shift time on test application time, consider the typical sequence

involved in processing a single scan test pattern shown in Figure 1.1. All these

steps - excluding the shift operations in steps 2 and 7 - require one clock period on

the tester. The shift operations, however, take as many clock periods as required

by the longest scan chain. Optimizations (such as overlapping of scan operations of

adjacent test patterns) still do not adequately influence the unwieldy test application

time required by the scan operation. For a scan-based test, test data volume can be

approximately expressed as

Test data volume ≈ scan cells × scan patterns

Assuming balanced scan chains, the relationship between test time and test data

volume is then

Test time ≈

scan cells × scan patterns

scan chains × frequency

Consider an example circuit consisting of 10 million gates and 16 scan chains.

3



Figure 1.1: Steps in scan-based testing [3].
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Typically, the number of scan cells is proportional to the design size. Thus, assuming

one scan cell per 20 gates, the total test time to apply 10,000 scan patterns at a 20-

MHz scan shift frequency will be roughly 312 million test cycles or equivalently 15.6

seconds. As designs grow larger, maintaining high test coverage becomes increasingly

expensive because the test equipment must store a prohibitively large volume of test

data and the test application time increases. Moreover, a very high and continually

increasing logic-to-pin ratio creates a test data transfer bottleneck at the chip pins.

Accordingly, the overall efficiency of any test scheme strongly depends on the method

employed to reduce the amount of test data.

The latest system-on-a-chip (SoC) designs integrate multiple ICs (microproces-

sors, memories, DSPs, and I/O controllers) on a single piece of silicon. SOCs consist

of several reusable embedded intellectual-property (IP) cores provided by third-party

vendors and stitched into designs by system integrators. Testing all these circuits

when they are embedded in a single device is far more difficult than testing them

separately. The testing time is determined by several factors, including the test data

volume, the time required to transfer test data to the cores, the rate at which the

test patterns are transferred (measured by the test data bandwidth and the ATE

channel capacity), and the maximum scan chain length. For a given ATE channel

capacity and test data bandwidth, reduction in test time can be achieved by reduc-

ing the test data volume and by redesigning the scan chains. While test data volume

reduction techniques can be applied to both soft and hard cores, scan chains cannot

5



be modified in hard (IP) cores.

Test patterns are usually generated and stored on workstations or high-performance

personal computers. The increased variety of ASICs and decreased production vol-

ume of individual types of ASICs require more frequent downloads of test data from

workstations to ATE. In addition, because of the sheer size of test sets for ASICs,

often as large as several gigabytes, the time spent to download test data from com-

puters to ATE is significant. The download from a workstation storing a test set

to the user interface workstation attached to an ATE is often accomplished through

a network. The download may take several tens of minutes to hours [4]. The test

set is then transferred from the user interface workstation of an ATE to the main

pattern memory through a dedicated high speed bus. The latter transfer usually

takes several minutes. The transfer of data from a workstation to an ATE is shown

in Figure 1.2.

While downloading a test set, the ATE is normally idle. The overall throughput

of an ATE is affected by the download time of test data and the throughput becomes

more sensitive to the download time with the increased variety of ASICs. One

common approach to improve the throughput of an ATE is to download the test

data of the next chip during the testing of a chip. This cuts down the effective

download time of test data, but the approach alone may not be sufficient. An ATE

may finish testing of the current chip before the download of the next test data is

completed.
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Figure 1.2: Download of test data to ATE [5].

ATE costs have been rising steeply. Achieving satisfactory SOC test quality at

an acceptable cost and with minimal effect on the production schedule is also be-

coming increasingly difficult. High transistor counts and aggressive clock frequencies

require expensive automatic test equipment (ATE). More important, these introduce

many problems into test development and manufacturing test that decrease product

quality, increase cost and time to market. A tester that can accurately test today’s

complex ICs costs several million dollars. According to the 1999 International Tech-

nology Roadmap for Semiconductors [6], the cost of a high-speed tester will exceed

$20 million by 2010, and the cost of testing an IC with conventional methods will

exceed fabrication cost.The increasing ratio of internal node count to external pin

count makes most chip nodes inaccessible from system I/O pins, so controlling and

observing these nodes and exercising the numerous internal states in the circuit un-
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der test is difficult. ATE I/O channel capacity, speed, accuracy, and data memory

are limited. Therefore, design and test engineers need new techniques for decreasing

data volume.

Built-in self-test (BIST) has emerged as an alternative to ATE-based external

testing [7]. BIST offers a number of key advantages. It allows precomputed test sets

to be embedded in the test sequences generated by on-chip hardware. It supports

test reuse, at-speed testing, and protects intellectual property. While BIST is now

extensively used for memory testing, it is not as common for logic testing. This

is particularly the case for non-scan and partial-scan designs in which test vectors

cannot be reordered and application of pseudorandom vectors can lead to serious

bus contention problems during test application. Moreover, BIST can be applied

to SOC designs only if the IP cores in it are BIST-ready. BIST insertion in SOCs

containing these circuits maybe expensive and may require considerable redesign.

Test resource partitioning (TRP) offers a promising solution to these problems

by moving some test resources from ATE to chip [8]. One of the possible TRP

approaches is based on the use of test data compression and on-chip decompression,

hence reducing test data volume, decreasing testing time, and allowing the use

of slower testers without decreasing test quality. Test-data compression offers a

promising solution to the problem of reducing the test-data volume for SoCs. In

one approach, a precomputed test set TD for an IP core is compressed (encoded) to

a much smaller test set TE , which is stored in ATE memory. An on-chip decoder is
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used for pattern decompression to obtain TD from TE during test application (See

Figure 1.3). Another approach is to introduce logic in the scan path at scan-in

and scan-out. Test data volume and test application time benefits are achieved by

converting data from a small scan interface at the design boundary to a wide scan

interface within the design. This approach enables significantly more scan chains in

the design than allowed by its signal interface [3].

 
   Core 

 
   Core 

 
   Core 

 
   Core 

 
   Core 

 
   Core 

 Decoder  Decoder  Decoder 

 Decoder  Decoder  Decoder 

SoC 

Test Access Mechanism (TAM)   ATE 
Memory 
   (TE) 

   Test 
   Head 

Figure 1.3: Conceptual architecture for testing an SoC by storing the encoded test
data (TE) in ATE memory and decoding it using on-chip decoders [?].

A majority of bits in test patterns are unspecified. Prior to the rise of test data

volume and test application time, the typical industry practice was to randomly fill

the unspecified bits [9]. Test compression technology creatively discovers alternatives

for handling these randomly filled bits, which decreases test data volume and test

application time efficiency.

Because the goal of test compression is to increase the efficiency of scan test-

9



ing, this new technology provides better results without losing the existing benefits

of scan. However, not every test compression technique is compatible with scan

technology.

This work proposes a test vector compression scheme that is based on a reconfig-

urable broadcast scan approach that drives N scan chains using M tester channels.

Using direct compatibility analysis [10], test vectors are classified into ‘acceptable’

and ‘bottleneck’ vectors. Acceptable vectors are those that can be driven by M

tester channels while bottleneck vectors are those that cannot be driven by M chan-

nels. Acceptable vectors are partitioned into the smallest number of partitions in

such a way that all test vectors in a partition can be driven by M tester channels.

Each partition corresponds to a test configuration and thus minimizing the number

of partitions reduces the decoder complexity. Bottleneck vector are decomposed into

a small subset of test vectors each satisfying the tester channel constraint M, using

an efficient relaxation-based test vector decomposition technique [11]. Then, decom-

posed test vectors are partitioned minimizing the number of partitions. By varying

M with a given input test data set for a specified number of internal scan chains,

the proposed technique allows tradeoffs among test compression, area overhead and

test application time. Furthermore, the technique can take advantage of compacted

test sets to achieve high compression ratios with small test vector counts.

This thesis is organized as follows: Chapter 2 presents a review of existing tech-

niques for test data volume reduction. This is followed by description of the pro-

10



posed technique in Chapter 3. Experiments and analysis of results are presented in

Chapter 4. Chapter 5 concludes the thesis with mention of future work.
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Chapter 2

Literature Survey

In this chapter, a review of existing work on scan-based test data volume reduction

is presented. This area has received considerable attention in the last five years.

As a result, a large number of techniques have been reported in literature and

commercial products from Electronic Design Automation tool vendors are available

that integrate test data compression into the overall IC design flow [12, 13].

In order to systematically present the vast number of techniques proposed, they

are classified into categories based on the underlying principles. Broadly speaking,

the proposed solutions can be classified into:

1. Test set compaction

2. Scan architectures

3. Test data compression

12



2.1 Test Set Compaction

Test set compaction is the process of reducing the number of test vectors in a

test set to the minimum while achieving the desired fault coverage. Finding the

smallest set is proven to be an NP-hard problem [14], therefore, heuristics are used

to find a reasonable solution [15]. There are two main categories of test compaction

techniques: static compaction and dynamic compaction. In static compaction, the

test set is reduced after it has been generated. On the other hand, it is reduced

during the generation process in dynamic compaction. Compaction is not discussed

in detail here as the focus of this work is test data compression. The gains in test

data volume reduction by using compaction alone are limited [16]. However, some

form of compaction is used implicitly or explicitly by many test data compression

techniques to reduce the number of distinct test vectors to be applied, thus achieving

greater compression as well as savings in test application time.

2.2 Scan Architectures

Several enhancements to the existing scan architecture have been proposed in the

literature for test volume, time and power reductions. Lee et al. [17] present a scan

broadcasting scheme where ATPG patterns are broadcasted to multiple scan chains

within a core or across multiple cores. The broadcast mode is used when the vectors

going into multiple chains are compatible. Illinois Scan Architecture (ISA) [18] was
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introduced to reduce data volume and test application time by splitting a given scan

chain into multiple segments. Since a majority of the bits in ATPG patterns are

don’t care bits, there are chances that these segments will have compatible vectors

(not having opposite care bits in one location). In this case, all segments of a given

chain are configured in broadcast mode to read the same vector. This speeds up

the test vector loading time and reduces the data volume by a factor equivalent

to the number of segments. In case if the segments within a given scan chain

are incompatible, the test vector needs to be loaded serially by reconfiguring the

segments into a single long scan chain. The fact that a majority of the ATPG bits

(95-99%) [9] are don’t care bits makes ISA an attractive solution for data volume

and test time.

Huang and Lee [19] introduced a token scan architecture to gate the clock to

different scan segments while taking advantage of the regularity and periodicity of

scan chains. Another scheme for selective triggering of scan segments was proposed

by Sharifi et al. [20]. A novel scheme was presented by Sinanoglu and Orailoglu [21]

to reduce test power consumption by freezing scan segments that don’t have care

bits in the next test stimulus. By only loading the segments that have care bits,

test data volume, application time, and power consumption are all reduced at once.

Only one segment of the scan chain is controlled and observed at a time.

A reconfigurable scheme is introduced by Samaranayake et al. [22] that uses

mapping logic to control the connection of multiple scan chains. This increases
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the chances of compatibility between multiple chains and hence makes room for

additional compaction. Another scan architecture, proposed by Xiang et al. [23],

orders the scan cells and connects them based on their functional interaction. In

the circular scan scheme by Arslan and Orailoglu [24], a decoder is used to address

different scan chains at different times. This increases the number of possible scan

chains (2N−1 for an N-input decoder). Also, the output of each scan chain is recon-

nected to its input. This enables reusing the contents of the response captured in

the chain as a new test stimulus if they are compatible. A segmented addressable

scan architecture is proposed by Al-Yamani et al. [25] that incorporates some of the

basic concepts from Illinois scan [18] and from scan segment decoding [24, 26]. It

allows multiple segments to be loaded simultaneously while maintaining the freedom

of changing which of the segments are grouped together within a give test pattern.

Unlike the technique of Samaranayake et al. [22], this is done without additional

mapping logic. Such reconfiguration of compatibility allows for significant additional

compaction leading to gains in data volume reduction.

The scan architectures mentioned before are serial. An alternate is Random

Access Scan (RAS) [27, 28]. In RAS, flip-flops work as addressable memory elements

in the test mode, similar to a random access memory. This approach reduces the

time of setting and observing the flip-flop states but requires a large overhead both

in gates and test pins. Despite these drawbacks, RAS has been researched in recent

years. The research by Baik et al. [29] shows that RAS based technique allows test
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application time and data volume to be greatly reduced, besides over 99% power

reduction. However, it shows that this method compromises the test cost with a high

hardware overhead and the practicality of RAS architecture implementation were

not addressed. A modified RAS scheme has been described by Arslan and Orailoglu

[30] in which the captured response of the previous patterns in the flip-flops is used

as a template and modified by a circular shift for subsequent pattern. Mudlapur et

al. presents a unique RAS cell architecture [31, 32] that aims to minimize the routing

complexity. Another novel scan architecture called Progressive Random Access Scan

(PRAS) [33] and the associated test application methods have been proposed. It

has a structure similar to static random access memory. Test vector ordering and

Hamming distance reduction are proposed to minimize the total number of write

operations for a given test set [33, 34]. Partitioned Grid Random Access Scan

[35] method uses multiple PRAS grids with partitioning. This method achieves

much greater test application time reductions compared to multiple serial scans

with additional test pins. A test compaction technique has also been used with

RAS. In parallel random access virtual scan (PRAVS) architecture [36]. Along with

a X-tolerant compactor, PRAVS, achieves greater test data/time reductions than

conventional RAS.

Recently, compression schemes utilizing RAS architecture have been proposed.

Cocktail Scan [37], a hybrid method unlike the LFSR-based hybrid BIST, adopts a

two-phase approach to perform scan test in which all test data are supplied from the
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ATE. However, for test patterns, instead of supplying the long inefficient pseudo-

random patterns generated by LFSRs, a set of carefully-chosen efficient seed patterns

are supplied to perform a “cycle” random scan test in the first phase, achieving a

considerable high fault coverage. At the second phase, deterministic patterns are

supplied to detect remaining faults. These patterns are applied in the RAS fashion

and they are reordered and compressed with some proposed strategies to reduce data

volume, number of bit flips, and consequently, test energy. A compression/scan co-

design approach by Hu et al. [38] achieves the goal of simultaneously reducing test

data volume, power dissipation and application time by exploiting the characteristics

of both variable-to-fixed run-length coding and random access scan architectures,

along with a heuristic algorithm for an optimal arrangement of scan cells.

2.3 Test Data Compression

The various test data compression schemes for scan-based testing, utilizing either

single or multiple scan chains architectures, can be classified into the following broad

categories:

1. Code-based schemes that use some form of coding, such as run-length encod-

ings, Huffman encodings, or some variants and combinations of these, often

borrowed from existing data compression methods and modified to suit the

requirements of test data compression. Dictionary based compression is also
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included under this category.

2. Linear-decompression-based schemes that decompress data using only linear

operations (LFSRs and XOR networks).

3. Broadcast-scan-based schemes rely on broadcasting the same values to multiple

scan chains, also known as width or horizontal compression.

4. Compression techniques utilizing arithmetic structures such as subtractors or

multipliers.

5. Hybrid schemes that use more than one of the above techniques.

Compression techniques can also be classified as: (i) those that utilize the struc-

tural information about the circuit under test by relying on ATPG/fault simulation,

(ii) techniques that do not require any structural information but require ATPG tai-

lored to the technique, and (iii) those that can operate on any given test set. This

type of classification is not focused upon in this survey.

Code-based approaches assign a codeword C(v) to a sequence of test data v (an

input block). For instance, v could be 10011101, and C(v) could be 110. Then, if

110 is transmitted from the tester, an on-chip decoder would generate the sequence

10011101 and apply it to the circuit under test. Most compression techniques of

this type compress TD without requiring any structural information about the em-

bedded cores. Proposed compression schemes include statistical coding [39, 40],
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selective Huffman coding [41], mixed run-length and Huffman coding [42], Golomb

coding [43], frequency-directed run-length (FDR) coding [44], geometric shape-based

encoding [45], alternating run-length coding using FDR [46], extended FDR coding

[47], MTC coding [48], variable-input Huffman coding (VIHC) coding[49], nine-

coded compression technique [50], Burrows-Wheeler transform based compression

[?], arithmetic coding [51], mutation codes [52], packet-based codes [53] and non-

linear combinational codes [54]. A multi-level Huffman coding scheme that utilizes

a LFSR for random filling has been proposed by Kavousianos et al. [55] while Po-

lian et al. [56] proposes use of an evolutionary heuristic with a Huffman code based

technique. A scheme based on MICRO (Modified Input reduction and CompRessing

One block) code is proposed by Chun et al. [57] that uses an input reduction tech-

nique, test set reordering, and one block compression with a novel mapping scheme

to achieve compression with a low area overhead. This technique does not require

cyclic scan registers (CSR), which is used by many of the code-based techniques

mentioned above that compress the difference of scan vectors. Ruan and Katti [58]

presents a data-independent compression method called pattern run-length coding.

This compression scheme is a modified run-length coding that encodes consecu-

tive equal/complementary patterns. The software-based decompression algorithm

is small and requires very few processor instructions.

A block merging based compression technique is proposed by Aiman [59] that

capitalizes on the fact that many consecutive blocks of the test data can be merged
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together. Compression is achieved by storing the merged block and the number

of blocks merged. A compression scheme using multiple scan chains is proposed by

Hayashi et al. [60] based on reduction of distinct scan vectors (words) using selective

don’t-care identification. Each bit in the specified scan vectors is fixed to either a

0 or 1, and single/double length coding is used for test data volume reduction, in

which the code length for frequent scan vectors is shortened in a manner that the

code length for rare scan vectors is designed to be double of that for frequent ones.

A compression scheme extending run-length coding is presented by Doi et al. [61]

that employs two techniques: scan polarity adjustment and pinpoint test relaxation.

Given a test set for a full-scan circuit, scan polarity adjustment selectively flips the

values of some scan cells in test patterns. It can be realized by changing connections

between two scan cells so that the inverted output of a scan cell, Q’, is connected to

the next scan cell. Pinpoint test relaxation flips some specified 1s in the test patterns

to 0s without any fault coverage loss. Both techniques are applied by referring to a

gain-penalty table to determine scan cells or bits to be flipped.

Several dictionary-based compression methods have been proposed to reduce

test-data volume. Jas et al. [40] proposed a technique which encodes frequently

occurring blocks into variable-length indices using Huffman coding. Reddy et al.

used a dictionary with fixed-length indices to generate all distinct output vector [62].

Test-data compression techniques based on LZ77, LZW and test-data realignment

methods are proposed by Pomeranz and Reddy [63], Knieser et al. [64] and Wolff
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and Papachristou [65], respectively. Li et al. proposed [66] a compression technique

using dictionary with fixed-length indices for multiple-scan chain designs. A hybrid

coding scheme, combining alternating run-length and dictionary-based encoding,

is proposed by Wurtenberger et al. [67], and another dictionary scheme based on

multiple scan chains architecture that uses a correction circuit [68]. Shi et al. [69]

uses dictionary-based encoding on single or sequences of scan-inputs.

The next class of techniques are ones using LFSR reseeding [70, 71, 72, 73, 74, 75].

The original test compression methodology using LFSR reseeding was proposed by

Koenemann [70]. A seed is loaded into an LFSR and then the LFSR is run in an

autonomous mode to fill a set of scan chains with a deterministic test pattern. If

the maximum length of each scan chain is L, then the LFSR is run for L cycles to

fill the scan chains. Different seeds generate different test patterns, and for a given

set of deterministic test cubes (test patterns where bits unassigned by ATPG are

left as don’t cares), the corresponding seeds can be computed for each test cube by

solving a system of linear equations based on the feedback polynomial of the LFSR.

The Embedded Deterministic Test method [76] uses a ring generator which is an

alternative linear finite state machine that offers some advantages over an LFSR.

Another group of compression techniques [77, 78] breaks the single long scan

chain down into multiple internal scan chains that can be simultaneously sourced.

Because the number of I/O pins available from the ATE is limited, a decompression

network is used to drive the internal scan chains with far fewer external scan chains.
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But due to the asymmetry in size between the test vectors and the test responses,

a Multiple Input Signature Register (MISR) is used to compress the test responses

so that a test response can still be shifted out while the next test vector is being

shifted in. Such an architecture is known as the Multiple Scan Chain Architecture,

and the hardware overhead is the cost of the MISR plus the cost of the decompression

network, which ranges from a simple fanout based network to the relatively more

complicated XOR gates or MUXs based network. Most of these techniques are based

on what is known as width compression or horizontal compression, utilizing the idea

of scan chains compatibility as used in ILS. The idea of input compatibility was

first introduced in the context of width compression for BIST based test generation

process [10]. Width reduction for BIST has been achieved by merging directly and

inversely compatible inputs [10], by merging decoder (d)-compatible inputs [79],

and, finally, by merging combinational (C)-compatible inputs [80]. In the ILS [18],

a simple fanout based network is used. Though simple and low-cost, this type of

network is highly restrictive, as it forces the internal scan chains to receive the

exact same values. Therefore, to provide for both full fault coverage and adequate

compression, a separate serial shifting mode capable of bypassing the network is used

to test some of the faults. Other proposals can be seen as the logical extension to the

above approach. Inverters are coupled with fanouts to form the inverter-interconnect

based network in approach by Rao et al. [81]. An enhancement of the Illinois Scan

Architecture for use with multiple scan inputs is presented by Shah and Patel [82]
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while Ashiouei et al. [83] presents a technique for balanced parallel scan to improve

ILS technique eliminating the need to scan vectors in serially. In the Scan Chain

Concealment approach [77], a pseudorandomly-built XOR network that is based

on Linear Feedback Shift Register (LFSR) is used. An improvement is shown by

Bayraktaroglu and Orailoglu [78], which constructs the network deterministically

from an initial set of test cubes. A similar approach has been proposed using a

ring generator, instead of an XOR network, to construct such a decompression

architecture [76].

Many multiple-scan architecture based compression schemes uses extra control

logic to reconfigure the decompression network [84, 54, 85]. For the price of some sig-

nificant amount of extra control hardware, these approaches can provide additional

flexibility in enhancing the compression ratio. Oh et al. [86] improves upon the

ILS compression technique using fan-out scan chains, creating a solution in which

dependencies caused by the fan-out scan chain structure do not interfere in the ap-

plication of test patterns. Conflicts across the fan-out scan chains are handled by

using prelude vectors whose purpose is not to detect faults but to resolve conflicts

in a test pattern. The number of prelude vectors is a function of the number of

conflicts in an individual test pattern: fewer prelude vectors for fewer conflicts, and

more prelude vectors for more conflicts. Therefore, it avoids the extreme solution of

serializing all the scan chains to resolve conflicts.
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In Selective Low Care (SLC) scheme [87], the linear dependencies of the internal

scan chains are explored, and instead of encoding all the specified bits in test cubes,

only a smaller amount of specified bits are selected for encoding. It employs a Fan-

out Compression Scan Architecture (FCSCAN) [88], the basic idea of which is to

target the minority specified bits (either a 1 or 0) in scan slices for compression.

A compression scheme using reconfigurable linear decompressor has been pro-

posed [89]. A symbolic Gaussian elimination method to solve a constrained Boolean

matrix is proposed and utilized for designing the reconfigurable network. The pro-

posed scheme can be implemented in conjunction with any decompressor that has

a combinational linear network. In a scheme based on periodically alterable MUXs

[90], MUXs-based decompressor has multiple configurations to decode the input

information. The connection relations between the external scan-in pins and the

internal scan chains can be altered periodically. The periodic reconfiguration of the

mapping between the scan-in pins and the internal scan chains is done by changing

the control signals of the MUXs decompressor. Only a single input is required to

change the configurations. The scheme uses tailored ATPG along with a two-pass

patterns compaction. The scheme proposed in this work also uses idea of configu-

rations of MUXs to decompress groups of scan chains.

Schemes utilizing arithmetic structures include a reconfigurable serial multiplier

based scheme [91] in which test vectors are stored on the tester in a compressed

format by expressing each test vector as a product of two numbers. While performing
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multiplication on these stored seeds in the Galois Field modulo 2 (GF (2)), the

multiplier states (i.e. the partial products) are tapped to reproduce the test vectors

and fill the scan chains. A multiple scan chains compression scheme based on the

principle of storing differences between vectors instead of the vectors themselves is

presented by Dalmasso et al. [16]. Differences (Di) between the original N bits

vectors (Vi) coded using M bits with M < N are obtained. If {V1, V2, . . .} be the

initial test sequence and Di = Vi+1 − Vi modulo 2N be the differences between the

two successive vectors Vi and Vi+1, then Di is stored in the ATE instead of Vi+1 when

Di can be coded on M bits, otherwise Vi+1 is stored using ⌈N
M
⌉ × M bits memory

words. The compressed stored sequence is thus composed of M bits words and these

represent either a difference between two original vectors, or the ⌈N

M
⌉ subpart of an

N bits original vector.

A hybrid scheme that uses horizontal compression combined with dictionary

compression is proposed by Li et al. [92] where the output of horizontal compression

is further compressed with a dictionary scheme using both fixed and variable length

indices.

The compression scheme proposed in this work uses the idea of input compati-

bility [80] to compress multiple scan chains test data via width reduction [10, 79]. It

tries to overcome the bottlenecks that prevent greater achievable compression. The

next chapter presents the details of the proposed technique.
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Chapter 3

Proposed Compression Algorithms

3.1 Introduction

In this work we propose a test data compression technique that utilizes a multiple

scan chains configuration. This configuration is shown in Figure 3.1(a). The input

test set consists of nV scan test vectors, each vector configured into N scan chains of

length L each. The output of the compression algorithm is shown in Figure 3.1(b).

It contains nV ′ test vectors, where nV ′ ≥ nV , each encoded using M representative

scan chains of length L. These vectors, called representative vectors, are grouped

into nP partitions. Figure 3.2 shows the block diagram of the hardware and CUT,

where M is the number of ATE scan input channels and N denotes the number

of scan chains internal to the core feeding the scan cells. In this configuration,

N ≫ M , i.e., the compressed input test data is composed of a much smaller number
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Figure 3.1: (a) Multiple scan chains test vectors configuration used by the compres-
sion algorithm, (b) Output of the compression algorithm.

of M input scan chains relative to the decompressed output having N scan chains.

It should be noted that N is a parameter given as an input to the compression

algorithm along with M , which is the desired target.

The proposed technique uses the idea of input compatibility [80] to compress mul-

tiple scan chains test data via input width reduction [10, 79] and tries to overcome

the bottlenecks that prevent greater achievable compression. The main contribu-

tions of the proposed technique are:

1. It uses an approach that partitions the test data into groups of scan vectors

such that multiple scan chains of these scan vectors are maximally compatible

amongst them, resulting in fewer scan chains required to compress the whole
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Figure 3.2: Block diagram of the decompression hardware and CUT with inputs
and outputs.

test set. Partitioning enables achieving high compression without requiring

’bloated’ test sets consisting of a very large number of test vectors with a very

few specified bits [93, 94].

2. Those scan vectors (labeled as bottleneck vectors) that limit achieving a de-

sired M are decomposed using an efficient relaxation-based test vector de-

composition technique [11] in an incremental manner so as to increase the

unspecified bits, resulting in better compression of the resulting relaxed vec-

tors.

3. The technique is parameterized so that the tradeoff between the desired com-

pression, hardware costs and final test set size can be explored by obtaining a

number of solutions for a given input test set.
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Hence, the goal of the proposed technique is to achieve the user specified com-

pression target, using test set partitioning and relaxation-based decomposition of

bottleneck vectors, if such a solution exists for the given test data set. In this

chapter, the proposed compression technique is presented. Before the actual algo-

rithms are explained, the main concepts used such as compatibility based merging,

partitioning of test vectors into groups that satisfy the desired compatibility, and

relaxation based decomposition of test vectors, are explained with simple examples.

3.2 Multiple Scan Chains Merging Using Input

Compatibility

The concept of scan chain compatibility and the associated fan-out structure have

been utilized in a number of papers [78, 18, 82, 22] since the broadcast scan ar-

chitecture was presented by Lee et al. [95]. It is also referred to as ’test width

compression’ [77, 68]. Let b(k, i, j) denote the data bit that is shifted into the jth

flip-flop of ith scan chain for the kth test vector. The compatibility of a pair of scan

chains is defined as follows. The ith1 scan chain and the ith2 scan chain are mutually

compatible if for any k, where 1 ≤ k ≤ nV ′ , and j, where 1 ≤ j ≤ L, b(k, i1, j) and

b(k, i2, j) are either equal to each other or at least one of them is a don’t-care. A

conflict graph is then constructed from the test data and graph coloring is used to

obtain the number of ATE channels needed. The conflict graph G contains a vertex

29



for each scan chain. If two scan chains are not compatible, they are connected by

an edge in G. A vertex coloring of G yields the minimum number of ATE channels

required to apply the test cubes with no loss of fault coverage (in the graph coloring

solution a minimum number of colors is determined to color the vertices such that no

two adjacent vertices are assigned the same color). Vertices in G that are assigned

the same color represent scan chains that can be fed by the same ATE channel via

a fan-out structure. This procedure is illustrated using Figure 3.3. In this example,

the number of scan chains N = 8, and the scan chain length L = 4. A conflict graph

consisting of 8 vertices is first determined. The coloring solution for the conflict

graph is also shown; three colors are used to color three sets of vertices: {1}, {2, 4,

5, 7}, {3, 6, 8}. Consequently, three ATE channels are needed to feed the test data

for the 8 scan chains, and the fan-out structure is shown in Figure 3.3. Since the

graph coloring problem is known to be NP-complete, a heuristic technique is used

in this work.

3.3 Partitioning of Test Vectors

In section 3.2, it was shown how the input compatibility analysis is applied over the

complete test set to obtain a reduced number of representative scan chains resulting

in reduced data volume. Based on this, the following key observations can be made:

• Given a number of parallel scan chains of a scan vector, the compatibility
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Figure 3.3: Width compression based on scan chain compatibilities; (a) Test cubes,
(b) Conflict graph, (c) Compressed test data based on scan chain compatibility, (d)
Fan-out structure.
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analysis gives a reduced number of representative parallel scan chains if the

given parallel chains are compatible amongst themselves.

• The extent of compatibility achieved depends upon how many bits are specified

per scan vector. The lesser the specified bits, the lesser the conflicts, resulting

in greater compatibility between the set of parallel chains.

• The compatibility analysis can be applied to parallel scan chains of a single

vector or a set of vectors. Depending upon the extent of specified bits present,

the amount of conflict tends to increase the longer the chains (or columns) are.

The length of each column is determined by the number of bits per column

per vector multiplied by the total number of test vectors being considered for

the analysis.

• Compatibility analysis per vector gives the lower bound on achievable repre-

sentative parallel scan chains for a given test set for a specified number of

parallel scan chains per vector.

When the compatibility analysis is done per vector, the resulting number of

representative scan chains and the configuration of compatible groups may vary

among the different vectors in a test set depending upon the amount of specified bits

present and their relative positions in each vector. Even if most vectors individually

lend themselves favorably to compression using compatibility analysis, the gains

become less due to the increased conflicts when multiple vectors are considered
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together. Thus, when many vectors are being considered together, their combination

can limit the compression of the test set and in the worst case this may allow no

compression at all. From these observations, it is intuitively clear that greater

compression can be achieved if the test vectors are partitioned into bins such that

all vectors in a given bin satisfy a targeted M when considered together during

compatibility analysis.

These concepts are illustrated with a simple example. The example shows the

potential benefits of partitioning and how the bottleneck vectors are identified. Con-

sider a test set with only three vectors where each vector is configured into four

scan-chains of length three as shown in Figure 3.4. Let the targeted M (called the

threshold) be 2. First, the complete test set is considered and compatibility among

the parallel scan chains is obtained. Figure 3.5 shows the resulting compatibility

graph which indicates no compatibility between parallel chains and hence no com-

pression is possible. Next we consider each vector separately and construct the

individual compatibility graphs for each as shown in Figures 3.6 - 3.8. It can be

seen that both the first and second vector satisfy the threshold individually while the

third vector achieves no reduction. Also, it is clear that vectors 1 and 2 cannot be

combined in a single partition that will satisfy the threshold and hence two partitions

are created each with vectors 1 and 2, respectively. In this way we have partitioned

the test set to satisfy the threshold but the third vector still exceeds the threshold.

This is identified as the bottleneck vector which will be dealt with as explained in
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Section 3.4.
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Figure 3.4: Example test set to illustrate the algorithm

SC1 

SC2 

SC4 

SC3 

Figure 3.5: Conflict graph for the complete test set

3.4 Relaxation Based Decomposition of Test Vec-

tors

It may be the case that many vectors do not achieve the desired M (threshold) due

to the relatively large number of specified bits present and their conflicting relative

positions. The idea of test vector decomposition (TVD) [15] can be used to increase

the number of unspecified bits per vector. TVD is the process of decomposing a
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SC1 

SC2 
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Figure 3.6: Conflict graph for vector 1

SC1 

SC2 

SC4 

SC3 

Figure 3.7: Conflict graph for vector 2

test vector into its atomic components. An atomic component is a child test vector

that is generated by relaxing its parent test vector for a single fault f . That is, the

child test vector contains the assignments necessary for the detection of f . Besides,

the child test vector may detect other faults in addition to f . For example, consider

the test vector tp = 010110 that detects the set of faults Fp = {f1, f2, f3}. Using

the relaxation algorithm by El-Maleh and Al-Suwaiyan [11], tp can be decomposed

into three atomic components, which are t1 = (f1, 01xxxx), t2 = (f2, 0x01xx), and

t3 = (f3, x1xx10). Every atomic component detects the fault associated with it and

may accidentally detect other faults. An atomic component cannot be decomposed

any further because it contains the assignments necessary for detecting its fault.
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SC1 

SC2 
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SC3 

Figure 3.8: Conflict graph for vector 3

To achieve the desired compression ratio, the bottleneck vector can be decomposed

into subvectors in the following manner. The atomic components for each fault

detected by the bottleneck vector is obtained. These atomic components are then

merged incrementally creating a new subvector from the parent bottleneck vector

until this subvector just satisfies the desired M . As many subvectors are created

this way until all the faults detected by the parent are covered. These subvectors

are made members of the existing partitions or new partitions are created to achieve

the desired M as per compatibility analysis. The goal at this stage is to minimize

the number of vectors resulting from this relaxation-based decomposition while also

minimizing the total number of partitions. To achieve this, an efficient approach is

to first fault simulate the more specified representative vectors in existing partitions

and drop all faults detected. The bottleneck vectors are decomposed to target only

those faults that remain undetected. The role of TVD in increasing compression is

illustrated with a simple example.

Consider the bottleneck vector identified in the earlier example. Suppose that
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Figure 3.9: Decomposition of vector 3 into two vectors 3a and 3b

this vector is decomposed into two vectors 3a and 3b as shown in Figure 3.9, each

detecting only a subset of faults detected by the original vector. The compatibility

graphs of these vectors are shown in Figures 3.10 and 3.11. The decomposed vectors

satisfy the threshold. Now these decomposed vectors can be merged with the existing

partitions or new partitions can be created if required.

SC1 

SC2 

SC4 

SC3 

Figure 3.10: Conflict graph for vector 3a

3.5 Proposed Compression Algorithms

The objective of the proposed algorithm is to compress the test test using M tester

channels while minimizing the increase in test size (due to decomposition) and to-
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SC3 

Figure 3.11: Conflict graph for vector 3b

tal partitions, while maintaining the original fault coverage (%FC). The increase

in test set size increases the test application time and after a certain point even

decreases compression, while the number of distinct partitions increases the area

overhead of the decoder. To minimize the decomposition needed, the approach used

in the algorithm is to minimize the number of undetected faults associated with each

subsequently decomposed bottleneck vector as it directly affects the amount of de-

composition required: the fewer the undetected faults, the lesser the decomposition

required to derive new acceptable test vectors. Since a representative vector derived

from broadcasted scan values is more specified than the original test vector, it detects

more faults. To benefit from this fact, all acceptable vectors present in the input

test set are partitioned and faults detected by the representative vectors obtained

after partitioning are dropped. Then, during bottleneck vector decomposition, each

derived subvector is partitioned and its representative vector is fault simulated to

drop newly detected faults before any further decomposition. However, in this ap-

proach the fault coverage depends upon the representative vectors and if they are
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modified, the fault coverage changes. This may happen because a partition changes

as new vectors are made members of existing partitions. If the partition attains a

different configuration of compatibility classes to accommodate a new vector, all the

representative vectors previously created for existing members of this partition need

to be updated. The consequence is that some faults that are detected by the old set

of representative vectors may become undetected. This can happen for faults that

are essential in the original test set and detected by a bottleneck vector. When such

faults are covered by some other representative vector, they are dropped and not

considered during bottleneck vector’s decomposition. However, the representative

vector may be modified after the bottleneck vector has been decomposed, making

the fault undetected, unless it is detected surreptitiously during the remaining pass

by some representative vector. Surreptitious detection is usually possible for non-

essential faults, but not for essential ones. Two approaches can be used to deal with

this problem: (i) either not to allow any previous essential fault detection to change

while partitioning, or (ii) allow faults detection to be disturbed but address it by

creating new vectors if needed. These two approaches can give different solutions in

terms of total partitions created and the final test vectors count. The first approach

tends to create more partitions as a vector will not be included in an existing par-

tition if there is disturbance of any previous essential fault detection. On the other

hand, the second approach may create more new vectors but has a potential to give

fewer total partitions as a new vector is most likely to be included in an existing par-
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tition because of high percentage of don’t cares present. Three variations have been

proposed based on these two strategies to explore the solutions space that results

due to the choice between creating a new vector or a new partition. The difference

among these variations is in the partitioning step when decomposing the bottleneck

vectors and specifically in the choice that needs to be made between creating a new

partition for a newly created vector or using an existing partition with a chance of

reduced fault coverage and then creating new vector(s) to make up for it. It should

be noted that the initial partitioning of acceptable vectors does not have this issue

since acceptable vectors are not recreated while partitioning.

When the second approach is taken, to minimize the increase in vectors that

are created to make up for reduced fault coverage, a merging step is attempted

before creating any new vectors. In this merging step, the atomic component for

a dropped fault is tested for merging with an existing partitioned subvector with

the same originating parent vector as for this atomic component. Since this merge

changes the subvector being merged with, the partition to which this subvector

belongs to is recolored and all member representative vectors renewed and checked

for any fault dropping. The merge is only successful if no dropping of essential faults

occurs. If unsuccessful, the dropped fault is covered by creating new subvector. In

this step as well, the increase in number of vectors is minimized by combining the

components for a group of faults with the same parent vector as a common subvector

satisfying the coloring threshold.
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Another variation is proposed that has the potential to give fewer partitions and

also reduced total vectors, especially for cases with a high percentage of bottlenecks.

In this variation, new acceptable vectors having greater don’t cares are obtained by

relaxing for all essential faults. These are partitioned and representative vectors

are fault simulated as just discussed. Similarly, the bottlenecks are decomposed

and partitioned for essential faults only. The detection of non-essential faults is left

to the more specified representative vectors and any undetected faults are finally

handled in the last two steps as described before.

Having discussed the basis of the technique and its variations, the overall algo-

rithm is now given and then the details of the critical substeps and the algorithm’s

variations are elaborated subsequently in the referenced subsections.

3.5.1 Algorithm

1. Fault simulate test set to mark essential and non-essential faults.

2. Analyze the compatibility of each test vector to get its representative scan

chains (representative count). M is the maximum representative count that is

acceptable, called the threshold.

3. Include vectors with representative count > threshold in set bottleneck, other-

wise in set acceptable.

4. Partition acceptable vectors using the initial partitioning algorithm (Section
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3.5.2)

5. Get representative test vectors for all partitioned test vectors, fault simulate

them and drop all detected faults.

6. Incrementally decompose each bottleneck vector into subvector(s) for all its

undetected faults. Partition each subvector and fault simulate its representa-

tive vector to drop faults before any further decomposition of the bottleneck

vector (Section 3.5.3).

7. Fault simulate the set of all representative vectors to check %FC. If %FC <

original, generate atomic components for all undetected faults and attempt

merging them with existing partitions (Section 3.5.4).

8. For remaining undetected faults, atomic components for these faults are merged

into the smallest set of subvectors satisfying the threshold and are partitioned

without disturbing existing fault detection.

The algorithm does not perform any merging based compaction or random fill of

don’t cares in the representative vectors because the compatibility constraints can

be violated.
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3.5.2 Initial Partitioning

If there are acceptable vectors present in the test set, an initial partitioning is

performed that will allow representative vectors to be created and fault simulated

so that faults can be dropped before handling the bottleneck vectors. The heuristic

used for partitioning initial acceptable vectors is as follows:

1. The acceptable vectors, are sorted on their representative count in descending

order.

2. The first vector in the sorted list is made a member of the first (default)

partition.

3. The compatibility of the next test vector is analyzed together with members

of existing partition(s), testing the available partitions list in order. If the

test vector and the existing test vectors in a partition can be M colored, it is

included in the partition. Otherwise, the next partition is tested.

4. If the test vector fails to be partitioned with any of the existing partitions, a

new partition is created.

5. Steps 3-4 are repeated until all acceptable test vectors are processed.

Test vectors with higher representative counts are attempted first as they tend to

be more conflicting with other test vectors and have less degree of freedom. However,

test vectors with lesser representative counts have more X’s and have higher chances
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of fitting in existing partitions before any new partitions are created, thus leading

to fewer total partitions.

3.5.3 Bottleneck Vector Decomposition and Partitioning

Bottleneck test vectors are decomposed and partitioned according to the following

steps:

1. Select an undetected fault from the fault list of the bottleneck vector and add

its atomic component to a new subvector.

2. Select the next undetected fault from the list and merge its atomic component

with the subvector. Determine the representative count of the subvector.

3. If M is not exceeded and there are undetected faults remaining, go to step 2.

4. Undo the last merge if the threshold was exceeded and perform partitioning

of the created subvector.

5. Get the representative vectors of the modified partition and fault simulate

them to drop all detected faults.

6. If the current bottleneck vector has remaining undetected faults, goto step 1.

A subvector is first tested for inclusion in a partition by applying the existing com-

patibility graph of a partition to the subvector. If it succeeds, current fault detection
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is not disturbed. If this fails with all partitions, partitioning with recoloring is at-

tempted in a similar manner as explained in section 3.5.2. But in this case, the

problem of fault coverage loss (Section 3.5) has to be addressed. As mentioned

earlier, three variations are proposed to address this issue. Before details of these

variations are given, some terms related to fault detection need to be mentioned in

order to clearly explain and justify the approach taken.

Since the algorithm relies on representative vectors created during partitioning

for providing the required fault coverage, at any instant, the current test set is

composed of all representative vectors and the unprocessed bottleneck vectors, if

any. The term ’disturbed’ is used for a fault to imply that it was detected before

the latest change to the set of representative vectors took place and now it is not

detected by any representative vector in any partition. Furthermore, since the test

set is being recreated using representative vectors, the essential and non-essential

status of each fault keeps changing dynamically as each new representative vector is

created. However, it should be noted that the algorithm relies on the initial essential

and non-essential status of each fault, i.e., based on the initial test set. Based on

this, all originally non-essential faults are treated as easy to detect faults and are

not cared for during decomposition and partitioning if being disturbed. This is

done because these faults are assumed to have a high probability of surreptitious

detection by representative vectors and this fact is used to minimize any new vectors

and partitions created to deal with these faults.
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The details of the implemented variations are now given under the headings

Algorithm IA, IB and II.

Algorithm IA

This variation uses the approach of not disturbing the faults that are essential and

whose detecting vector has been processed. If including the newly created subvector

in a partition results in such a disturbance, another partition is tried. Finally,

a new partition is created if no existing partition satisfies the conditions. The

case of essential faults of currently being processed bottleneck vector needs special

mention. In this variation, the currently being processed bottleneck vector is treated

as ’partially processed’ in terms of all faults that were checked in step 2 of bottleneck

vector decomposition (Section 3.5.3). In other words, those essential faults detected

by the currently being processed bottleneck vector that have already been checked

are not allowed to be disturbed. Non-essential faults on the other hand are ignored

as they have a high probability of surreptitious detection. However, in case of

non-detection of any non-essential fault, the last two steps in the algorithm (Section

3.5.1) can handle these faults as explained in Section 3.5.4. This variation minimizes

the number of new vectors created at the expense of more partitions.
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Algorithm IB

Except for a slight variation, this algorithm is based on the same approach as Algo-

rithm IA. In this variation the currently being processed bottleneck vector is marked

’unprocessed’ until all its faults have been covered. In other words, any fault that

is detected by the currently being processed bottleneck vector is allowed to be dis-

turbed. To ensure that a disturbed essential fault of the current bottleneck vector

is not dropped, the current vector’s fault list is checked from the beginning each

time during each subsequent decomposition. Non-essential faults are handled in the

same manner as in Algorithm IA. This variation may give fewer partitions in some

cases due to the slightly relaxed partitioning criteria but may also lead to creating

new vectors.

Algorithm II

This variation is essentially an unrestricted version of Algorithm IB. It allows any

fault to be disturbed when partitioning subvectors of bottleneck vectors. In this

algorithm, all partitions are tested and the partition that gives the minimum distur-

bance is selected. All the disturbed faults that are not covered even after processing

of all bottleneck vectors are taken care of in the last two steps, i.e., component

merging (Section 3.5.4) or by creating new vectors. Algorithm II attempts to mini-

mize partitions by relaxing the partitioning criteria at the expense of creating more

vectors.
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3.5.4 Merging of Atomic Components with Partitioned Sub-

vectors

To restore fault coverage without creating any new vectors and partitions, for each

undetected fault the following steps are done:

1. Get atomic component for the undetected fault and locate all partitioned sub-

vector(s) that are derived from the same parent vector as this component.

2. Merge the atomic component with a subvector and recolor that partition.

3. If M is exceeded try next available subvector. Otherwise, regenerate represen-

tative vectors according to the new compatibility configuration of the partition

and check for any fault detection disturbance.

4. If merging is unsuccessful, try next available subvector.

When merging fails, step 8 in the test compression algorithm (Section 3.5.1) is

performed by grouping the atomic components of undetected faults into the smallest

set of subvectors satisfying the threshold. Then, these subvectors are partitioned

without any fault detection disturbance.

3.5.5 Algorithm III: Essential Faults First Approach

The idea behind this variation is to begin with more relaxed vectors by processing

initially the essential faults in case of both the acceptable and bottleneck vectors.
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Intuitively, this can lead to fewer partitions due to the greater flexibility in partition-

ing owing to fewer specified bits in each vector being partitioned. In this algorithm,

instead of starting with the given test vectors, new vectors are created that detect

only the essential faults. From these new vectors, the acceptable and bottleneck

vectors are identified as already explained in Section 3.5. The decomposition of

bottleneck vectors and the associated subvector partitioning only considers the es-

sential faults. The coverage of non-essential faults is left to surreptitious detection

by the more specified representative vectors initially. However, the undetected non-

essential faults are taken care of by using merging (Section 3.5.4) or by additional

vectors creation at the end. During the decomposition and partitioning of bottleneck

vectors for essential faults, Algorithms IA is used as the goal is to ensure detection

of essential faults and minimize vectors created and the associated partitions.

3.6 Illustrative Example

In this section, a simple example is presented to illustrate the various steps of the

algorithm and highlight the different outcomes that may result when different varia-

tions are used, specifically Algorithm IA and II. Suppose that the number of vectors

are 4, the chosen scan configuration is N = 8 and the targeted M is 3. The test set

and the compatibility analysis details are given in Table 3.1. The acceptable vectors

1 and 2 are partitioned using the initial partitioning algorithm resulting in a single
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partition. The representative vectors created and the faults dropped are shown in

Table 3.2. The bottleneck vector 3 is decomposed to create the new subvector 3a.

A new partition needs to be created for this subvector as it cannot fit in partition

1. No further decomposition of vector 3 is required because all its other faults have

already been detected by the set of all representative vectors. Table 3.3 shows the

subvector 3a, its representative vector and the faults detected. The bottleneck vec-

tor 4 is now decomposed for all undetected faults into the subvector 4a as shown

in Table 3.4. This vector can be partitioned in partition 1 with recoloring while

partition 2 cannot accommodate it. If partition 1 is selected, the new partition con-

figuration and the faults detected are shown in Table 3.5. However, it can be seen

that with this partitioning, the essential fault f9 is now disturbed and its detecting

vector 3 has already been processed. Algorithms IA and IB do not allow this, thus, if

Algorithm IA/IB is being used, partition 2 is tested and since this partition cannot

accommodate the subvector 4a, a new partition 3 is created with the subvector 4a.

All the faults have been detected and no further decomposition is required. On the

other hand, if algorithm II is employed, the disturbed essential fault f9 needs to be

covered. In this case, first merging is attempted with the partitioned subvector 3a

but, it fails as the threshold (M) is exceeded. So, a new subvector 3b is created

that is partitioned with partition 2 without recoloring due to a high percentage of

Xs. Hence, more vectors are created when Algorithm II is employed compared to

Algorithm IA/IB in this case while Algorithm IA/IB creates more partitions.
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Vectors 
 

Colors Compatibility 
Classes 

Faults 
Detected 

Acceptable 
  

0 X 1 X 0 1 0 1 
X 1 X X X 1 1 x 
1 1 0 1 X X x x 

2 {1,2,4,5,7}, 
{3,6,8} 

f1, f2, 
f3, f4 

Yes 

0 1 X X X 0 X X 
X X 1 1 0 X X 1 
1 X X X X 1 1 X 

2 {2,5,7}, 
{1,3,4,6,8} 

f1, f4, 
f5, f6  

Yes 

0 0 1 X 1 0 1 1 
1 0 1 0 X 0 X X 
X 0 X 1 0 X 0 1 

4 {1}, {2,6}, 
{3,5,7}, 
{4,8} 

f1, f3, 
f7, f8, 
f9, f10, 
f11, f13 

No 

X 1 0 1 1 X 0 1 
0 X X 1 0 1 0 1 
0 1 1 0 0 0 0 1 

5 {1,5}, {2,8}, 
{3},  {4,6}, 

{7} 

f5,  
f11, 
f12, 
f13, 
f14, 

f15, f16 

No 

 

Table 3.1: The test set and compatibility analysis details for the example.

Representative 
Vectors 1 and 2 

Compatibility 
Classes 

Colors Faults 
Covered 

0 X 1 X 0 1 0 1 
1 1 1 1 1 1 1 1 
1 1 0 1 1 0 1 0 
0 1 0 1 0 0 0 0 
0 1 1 1 0 1 0 1 
1 X 1 X 1 1 1 1 

{1,5,7},  
{2,4},  
{3,6,8} 

 
3 

f1, f2, f3, 
f4, f5, f6, 
f7, f9 

 

Table 3.2: Details of partition 1.

Subvector 3a and 
its Rep. vector 

Compatibility 
Classes 

Colors Faults 
Covered 

X 0 1 X 1 0 1 1  
1 X 1 0 X 0 X X 
X 0 X 1 X X 0 1 
1 0 1 1 1 0 1 1 
1 0 1 0 0 0 1 0 
0 0 0 1 1 0 0 1 

 
{1,3,7}, 
{2,6},     
{4,5,8} 

 
3 

f1, f3, f7, 
f8, f10, f11, 
f13 

 

Table 3.3: Details of partition 2.

Vector 4 and its 
Subvector 4a 

Compatibility  
Classes 

Colors Faults 
Covered 

X 1 0 1 1 X 0 1   
0 X X 1 0 1 0 1 
0 1 1 0 0 0 0 1 

 

X 1 0 1 1 X X X 
0 X X 1 X X 0 X 
X X 1 X 0 X X 1 

 
{1,3,7},  

{2,4,6,8}, {5} 

 
 
3 

f5, f12, f14, 
f15, f16 

 

Table 3.4: Decomposition of bottleneck vector 4.
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Representative 
Vectors 1,2 & 4a 

Colors Compatibility 
Classes 

Faults 
Detected 

0 0 1 0 0 1 0 1 
X 1 1 X 1 1 1 1 
1 1 0 1 1 0 1 0 
0 1 0 0 1 0 1 0 
1 0 1 1 0 1 0 1 
1 1 1 1 1 1 1 1 
1 1 0 1 1 0 1 0 
1 0 X 1 0 X 0 X 
1 0 1 1 0 1 0 1 

 
 
 

 
3 

 
 

 
{2,5,7},   
{3,6,8},    
{1,4} 

f1, f2, f3, 
f4, f5, f6, 
f7, f8, f12, 
f14, f15, 
f16 

 

Table 3.5: Details of modified partition 1.

3.7 Decompression Hardware

The decompression hardware for compatibility based compression is simply a fan-

out structure as shown in Figure 3.3(d). The decompression hardware required to

support partitioning of the test set can be realized by MUXs. Essentially, since

each partition has a different set of compatibility classes, it requires it’s own fan-

out structure. The MUXs allow different fan-out structures to be switched in as

required. Thus, the number of MUXs required is equal to the number of fan-out

scan chains feeding the core, i.e., N . The number of inputs on each of these MUXs

is equal to the number of partitions i.e. nP . A counter (S) changes the select lines of

the MUXs when a partition changes. The enable input of this counter is controlled

by another counter (T), which is loaded with the partition size to support the non-

uniform partition sizes. The T counter is loaded with the size of partition when

the first vector of a partition is input and then it keeps decrementing with each
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next vector. When count reaches zero, the enable signal for S counter is generated.

The overall hardware structure is shown in Figure 3.12. Figure 3.13 shows how the

MUXs are connected for implementing the partitioning. Thus, in this arrangement,

the cost of hardware is proportional to the number of partitions times the fan-out.

Since fan-out is a design parameter, the cost is actually influenced by the number

of partitions required to achieve the desired compression requirement.
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Figure 3.12: The decompression hardware structure
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Figure 3.13: A sample of MUX connections for implementing partitioning
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Chapter 4

Experiments

4.1 Experimental Setup

All programs are written in C and compiled under Linux. HOPE simulator [96] was

used for fault simulations and graph coloring implementation provided by Joseph

Culberson [97] have been used. A variety of algorithms exist for graph coloring

but only DSATUR has been used in this work because of ease of use and reasonable

quality of results. For generation of relaxed atomic test vectors the work of El-Maleh

and Al-Suwaiyan [11] was used.

To evaluate the proposed algorithms, full-scan versions of ISCAS-89 benchmark

circuits have been used. The ISCAS-89 benchmark contains a number of circuits

but only the largest seven sequential circuits are used in this work. MINTEST [98]

generated test sets using both static and dynamic compaction have been used as
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Table 4.1: Details of ISCAS-89 benchmarks and test sets used
MINTEST Static compacted MINTEST Dynamic compacted

Test Case #FFs %FC #TV %DC TD #TV %DC TD

s5378 214 99.13 97 74.14 20758 111 72.62 23754
s9234 247 93.48 105 70.29 25935 159 73.01 39273
s13207 700 98.46 233 93.36 163100 236 93.15 165200
s15850 611 96.68 94 80.96 57434 126 83.56 76986
s35932 1763 89.81 12 36.68 21156 16 35.3 28208
s38417 1664 99.47 68 67.36 113152 99 68.08 164736
s38584 1464 95.85 110 80.72 161040 136 82.28 199104

input test data for compression. The static compacted test sets have been relaxed

using a bit-wise relaxation approach [11] to obtain a large percentage of don’t care

bits that are representative of today’s industrial test cases. These test sets have been

used for the detailed results presented in this chapter. The dynamic compacted test

sets are used for comparison with other work. Since the relaxation algorithm used in

this work requires fully specified test vectors, fully specified version of both test sets

are used for generating the atomic test vectors. The details of benchmark circuits

and test sets used are given in Table 4.1. The columns #FFs, %FC, #TV, %DC

and TD respectively imply no. of scan flip-flops in the benchmark, the fault coverage

percentage of the test set, total number of test vectors, percentage of don’t care bits

present and the test data volume in bits.

4.2 Methodology

As discussed in section 3.1, the proposed compression technique requires the number

of scan chains N as an input parameter along with the desired compression target
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in terms of number of external ATE channels M . Theoretically, any value of N can

be used, however, actual constraints on routing dictate the maximum allowed N

value for a given circuit [22]. As shown in Section 4.3, a larger N generally results

in better compression in general due to fewer conflicts in compatibility analysis.

The value of N that gives the greatest compression can be obtained empirically.

The experimentation results are presented for N approaching 100 and 200 scan

chains for the largest five circuits and N approaching 64 scan chains for the smaller

circuits. These values enable comparison with existing work, which use similar input

configurations. For each input configuration, the desired M value is varied such that

the behavior of the algorithm with respect to the number of partitions created and

final test vector count can be observed for a wide range of compression targets for

each test case. There is, however, a limit on the minimum value of M permitted

with a given test set and chosen N . This is determined by the minimum number of

colors required to color the atomic component of any fault in the list.

The characteristics of test data configurations for varying scan chain lengths

are presented first. Next, results and analysis of the proposed technique and a

comparison among the variants is given. Comparison with existing work is then

presented followed by a discussion of hardware costs.
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4.3 Test Data Characteristics

Before discussing the results of the proposed algorithms, analysis of the test sets

with different scan chain length configurations is presented. Figures 4.1 - 4.7 show

the number of bottleneck vectors with decreasing M , obtained through compatibility

analysis of the seven test cases for different scan chain length configurations. The

compression ratio (CR%) is defined as:

CR% =
nV × L × N − nV ′ × L × M

nV × L × N
= 1 −

nV ′ × M

nV × N
= 1 −

M

N
×

nV ′

nV

Note that decreasing the M corresponds to increasing the compression ratio. It is

observed that the bottleneck vectors increase with both increasing compression and

scan chain lengths, thus requiring more decomposition for targeting a smaller M .

To show the impact of partitioning, Figure 4.8 shows the achievable compression

without partitioning at each scan chain length configuration for all test cases. It can

be seen that little or no compression is achieved except for very small scan chain

lengths. Figure 4.9 shows the achievable compression with partitioning at different

scan chain lengths with M set equal to the maximum representative count in the

test set so that no test vector decomposition is required. The required partitions

are shown in Figure 4.10. Significant compression is achieved by using partitioning,

especially at small chain lengths. By using test vector decomposition, compression
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Figure 4.1: Bottleneck vectors with respect to scan chain length and desired com-
pression for s5378.
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Figure 4.2: Bottleneck vectors with respect to scan chain length and desired com-
pression for s9234.
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Figure 4.3: Bottleneck vectors with respect to scan chain length and desired com-
pression for s13207.
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Figure 4.4: Bottleneck vectors with respect to scan chain length and desired com-
pression for s15850.
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Figure 4.5: Bottleneck vectors with respect to scan chain length and desired com-
pression for s35932.
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Figure 4.6: Bottleneck vectors with respect to scan chain length and desired com-
pression for s38417.
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Figure 4.7: Bottleneck vectors with respect to scan chain length and desired com-
pression for s38584.

can be further improved as shown in Section 4.4. Color histograms of vectors in each

test set for two different scan chain lengths used are given in Appendix 5. These are

helpful in estimating the range of compression that can be expected.
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Figure 4.8: Maximum compression achieved without partitioning at different scan
chain lengths.
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Figure 4.9: Maximum compression achieved with partitioning at different scan chain
lengths without any decomposition required.
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4.4 Results and Discussion

The results for test cases are given in Tables 4.2 - 4.13. Each table shows results

of the four algorithm variations for the given scan chain length. The columns nB,

n′

V , nP and CR% give the number of bottleneck vectors, the final test vector count,

the number of partitions and the compression ratio, respectively. The highest com-

pression that is achieved without any increase in test vectors is shown underlined

while the overall highest compression achieved is shown in bold for all four varia-

tions. With increasing compression, there is invariably an increase in the number of

partitions required because of increased conflicts among the vectors when colored to-

gether, owing to a stricter constraint on the desired number of colors. Furthermore,

as decomposition creates more vectors, these may require new partitions to satisfy

the constraint. However, note that the test vectors count does not increase till a

certain point even though the decomposition of bottleneck vectors takes place. This

happens when a bottleneck vector(s) is decomposed only into a single vector because

a portion of its faults are already covered by other representative vectors. It can also

be observed that with decreasing M , the resulting compression increases until the

increase in test set size overcomes any gains from reduced M . The test case s35932

shows an irregular change in compression due to the small number of total vectors

such that any increase in vectors due to decomposition has a pronounced effect on

overall compression achieved. After the point where the decrease in M overcomes
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the effect of increasing test vectors, the compression increases steadily. Comparing

between the two different scan chain lengths selected for the larger five benchmarks,

it can be seen that a higher compression is achieved at similar or lower counts of

both vectors and partitions with smaller chain lengths. Compared to other test

cases, s35932 and s38417 have a relatively small percentage of Xs and consequently

a much larger number of bottleneck vectors. Hence, the compression ratios for these

test cases are lower. Since the percentage of don’t cares in current industrial designs

are much higher, these two test cases are exceptions rather than indicative of the

algorithm’s performance.

Table 4.2: Results for s5378 for Scan Chain Length of 4 (N=54).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

12 1 19 97 77.57 19 97 77.57 19 97 77.57 21 97 77.57
11 2 22 97 79.44 22 97 79.44 22 97 79.44 24 97 79.44
10 3 29 97 81.31 29 97 81.31 29 97 81.31 29 97 81.31
9 6 36 97 83.18 36 97 83.18 36 97 83.18 39 97 83.18
8 18 37 97 85.05 37 97 85.05 37 97 85.05 37 97 85.05
7 23 50 99 86.65 50 99 86.65 49 100 86.51 49 99 86.65
6 46 57 108 87.51 57 108 87.51 56 109 87.40 57 110 87.28

5 67 52 148 85.74 52 148 85.74 52 148 85.74 51 142 86.32

Table 4.3: Results for s9234 for Scan Chain Length of 4 (N=62).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

10 1 34 105 83.81 34 105 83.81 34 105 83.81 38 105 83.81
9 2 40 105 85.43 40 105 85.43 40 105 85.43 43 105 85.43
8 3 45 105 87.04 45 105 87.04 45 105 87.04 50 105 87.04
7 8 54 107 88.45 54 107 88.45 54 107 88.45 60 107 88.45
6 13 67 108 90.01 67 108 90.01 66 108 90.01 73 116 89.27
5 37 81 129 90.05 81 129 90.05 80 130 89.97 85 130 89.97

4 70 92 166 89.76 92 166 89.76 91 166 89.76 96 166 89.76
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Table 4.4: Results for s13207 for Scan Chain Length of 7 (N=100).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

19 1 8 233 81.00 7 234 80.92 7 234 80.92 7 233 81.00
11 1 14 233 89.00 14 233 89.00 14 233 89.00 15 233 89.00
10 2 16 233 90.00 16 233 90.00 16 233 90.00 15 233 90.00
9 2 18 233 91.00 18 233 91.00 18 233 91.00 18 233 91.00
8 4 20 233 92.00 20 233 92.00 20 233 92.00 20 233 92.00
7 6 22 233 93.00 22 233 93.00 22 233 93.00 23 233 93.00
6 9 28 235 93.95 28 235 93.95 28 235 93.95 27 235 93.95
5 15 35 239 94.87 35 239 94.87 35 239 94.87 35 241 94.83
4 26 48 248 95.74 48 248 95.74 47 249 95.73 49 249 95.73
3 47 67 264 96.60 66 265 96.59 66 265 96.59 66 269 96.54

Table 4.5: Results for s13207 for Scan Chain Length of 4 (N=175).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

10 1 16 233 94.29 16 233 94.29 16 233 94.29 15 233 94.29
9 1 17 233 94.86 17 233 94.86 17 233 94.86 17 233 94.86
8 2 20 233 95.43 20 233 95.43 20 233 95.43 20 233 95.43
7 2 23 233 96.00 23 233 96.00 23 233 96.00 23 233 96.00
6 3 27 233 96.57 27 233 96.57 27 233 96.57 26 233 96.57
5 6 34 233 97.14 34 233 97.14 33 233 97.14 34 233 97.14
4 20 48 239 97.66 48 239 97.66 48 239 97.66 47 238 97.67
3 45 72 256 98.12 72 257 98.11 71 258 98.10 70 255 98.12
2 78 164 295 98.55 164 295 98.55 164 295 98.55 166 302 98.52

Table 4.6: Results for s15850 for Scan Chain Length of 7 (N=88).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

16 1 16 94 81.67 16 94 81.67 16 94 81.67 18 94 81.67
15 1 18 94 82.82 18 94 82.82 18 94 82.82 19 94 82.82
14 1 19 94 83.96 19 94 83.96 19 94 83.96 22 94 83.96
13 1 22 94 85.11 22 94 85.11 22 94 85.11 24 94 85.11
12 2 24 94 86.25 24 94 86.25 24 94 86.25 26 94 86.25
11 3 26 94 87.40 26 94 87.40 26 94 87.40 29 96 87.13
10 11 29 99 87.93 29 100 87.81 29 100 87.81 31 98 88.06
9 12 32 100 89.03 32 100 89.03 32 100 89.03 35 102 88.81
8 15 36 103 89.96 36 103 89.96 36 103 89.96 39 105 89.76
7 20 42 106 90.96 42 106 90.96 42 106 90.96 43 107 90.87
6 26 50 112 91.81 50 113 91.74 50 113 91.74 53 112 91.81
5 37 62 125 92.38 61 126 92.32 61 126 92.32 65 124 92.44
4 54 76 144 92.98 76 144 92.98 75 145 92.93 79 142 93.08

3 72 80 197 92.80 80 197 92.80 78 197 92.80 83 193 92.94
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Table 4.7: Results for s15850 for Scan Chain Length of 4 (N=153).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

10 1 27 94 93.45 27 94 93.45 27 94 93.45 28 94 93.45
9 2 30 94 94.11 30 94 94.11 30 94 94.11 32 94 94.11
8 5 34 96 94.65 34 96 94.65 34 96 94.65 35 96 94.65
7 9 38 98 95.22 38 98 95.22 38 98 95.22 41 98 95.22
6 16 46 102 95.74 46 102 95.74 46 102 95.74 47 103 95.70
5 27 57 112 96.10 57 112 96.10 57 113 96.07 60 112 96.10
4 45 72 132 96.32 72 132 96.32 72 132 96.32 72 134 96.27
3 69 87 180 96.24 86 181 96.22 85 181 96.22 86 178 96.28

Table 4.8: Results for s35932 for Scan Chain Length of 18 (N=98).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

73 0 5 12 25.47 5 12 25.47 5 12 25.47 5 12 25.47
68 1 8 12 30.57 8 12 30.57 8 12 30.57 8 12 30.57
67 2 8 13 25.89 8 13 25.89 8 13 25.89 8 12 31.59
66 2 8 13 27.00 8 13 27.00 8 13 27.00 8 13 27.00
65 2 8 13 28.11 8 13 28.11 8 13 28.11 8 13 28.11
64 2 8 14 23.77 8 14 23.77 8 14 23.77 8 14 23.77
63 2 8 13 30.32 8 13 30.32 8 13 30.32 8 13 30.32
62 3 8 14 26.15 8 14 26.15 8 14 26.15 8 13 31.42
59 4 9 15 24.70 9 15 24.70 9 15 24.70 9 14 29.72
55 5 9 17 20.45 9 17 20.45 9 17 20.45 9 17 20.45
54 6 10 17 21.89 9 18 17.30 8 20 8.11 10 17 21.89
38 7 14 18 41.80 10 25 19.17 10 25 19.17 14 18 41.80
33 8 15 19 46.65 12 21 41.04 11 21 41.04 15 19 46.65
22 9 17 24 55.08 15 29 45.72 13 30 43.85 17 21 60.69
18 10 20 25 61.71 17 29 55.59 16 32 50.99 20 24 63.24
17 10 19 25 63.84 17 31 55.16 16 35 49.38 19 24 65.29
16 10 21 25 65.97 18 28 61.88 16 32 56.44 20 24 67.33
15 10 20 27 65.54 16 33 57.88 14 37 52.78 20 26 66.82
14 11 22 29 65.46 19 33 60.69 15 38 54.74 22 26 69.03
13 11 22 29 67.92 18 34 62.39 17 35 61.29 23 25 72.35
12 12 24 30 69.37 21 36 63.24 16 40 59.16 24 29 70.39
11 12 23 34 68.18 20 37 65.37 16 42 60.69 24 29 72.86

10 12 25 34 71.07 20 37 68.52 17 41 65.12 24 33 71.92

Table 4.9: Results for s35932 for Scan Chain Length of 9 (N=196).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

27 9 15 18 79.33 13 21 75.88 11 24 72.43 15 17 80.47
25 10 14 18 80.86 12 23 75.54 13 24 74.48 15 17 81.92
23 10 15 19 81.41 14 21 79.45 14 21 79.45 15 17 83.37
22 10 15 21 80.35 14 23 78.47 14 23 78.47 16 18 83.15
21 10 16 21 81.24 14 23 79.45 13 24 78.56 16 18 83.92
19 10 17 21 83.03 15 24 80.60 15 24 80.60 17 20 83.83
17 11 17 21 84.81 15 24 82.64 15 24 82.64 18 19 86.26
15 12 18 23 85.32 15 26 83.41 15 27 82.77 18 20 87.24
13 12 18 24 86.73 14 26 85.62 13 31 82.86 19 21 88.39
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Table 4.10: Results for s38417 for Scan Chain Length of 17 (N=98).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

32 7 40 68 67.31 40 68 67.31 40 68 67.31 40 68 67.31
30 9 44 68 69.35 44 69 68.90 42 69 68.90 42 68 69.35
28 11 48 68 71.39 48 69 70.97 47 68 71.39 47 68 71.39
26 18 52 70 72.66 52 70 72.66 51 73 71.48 51 69 73.05
24 27 57 73 73.68 57 73 73.68 57 73 73.68 57 73 73.68
22 37 62 80 73.56 62 80 73.56 60 80 73.56 60 78 74.22

20 46 64 88 73.56 64 88 73.56 63 89 73.26 63 89 73.26
18 56 66 102 72.42 66 102 72.42 65 105 71.60 65 102 72.42
16 61 69 117 71.88 67 120 71.15 67 125 69.95 67 116 72.12
15 63 69 124 72.06 69 126 71.60 67 129 70.93 67 125 71.83

Table 4.11: Results for s38417 for Scan Chain Length of 9 (N=185).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

37 1 36 68 79.99 36 68 79.99 36 68 79.99 35 68 79.99
35 2 41 68 81.07 41 68 81.07 41 68 81.07 37 68 81.07
32 3 46 68 82.69 46 69 82.44 46 69 82.44 43 68 82.69
29 6 53 68 84.31 53 68 84.31 53 68 84.31 50 68 84.31
25 12 58 68 86.48 58 68 86.48 57 69 86.28 60 68 86.48
22 28 66 74 87.05 66 74 87.05 63 75 86.88 66 70 87.75

18 53 67 94 86.54 67 100 85.68 67 100 85.68 67 95 86.40
14 65 72 133 85.19 69 137 84.74 68 138 84.63 69 131 85.41
11 67 71 180 84.25 71 184 83.90 72 185 83.81 72 180 84.25

Table 4.12: Results for s38584 for Scan Chain Length of 15 (N=98).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

56 0 11 110 42.62 11 110 42.62 11 110 42.62 12 110 42.62
51 1 13 110 47.75 13 110 47.75 13 110 47.75 14 110 47.75
41 2 16 110 57.99 16 110 57.99 16 110 57.99 18 110 57.99
39 5 18 110 60.04 16 112 59.31 16 112 59.31 19 110 60.04
25 7 26 110 74.39 25 112 73.92 25 112 73.92 28 110 74.39
19 10 34 112 80.18 32 114 79.82 32 115 79.65 35 111 80.36
17 12 37 112 82.27 36 113 82.11 36 113 82.11 38 112 82.27
15 13 43 112 84.35 41 114 84.07 41 114 84.07 43 113 84.21
12 21 52 115 87.15 50 118 86.81 50 119 86.70 53 115 87.15
10 25 59 115 89.29 59 115 89.29 58 119 88.92 62 115 89.29

Table 4.13: Results for s38584 for Scan Chain Length of 8 (N=183).
Algorithm IA Algorithm IB Algorithm II Algorithm III

M nB nP n′

V
CR% nP n′

V
CR% nP n′

V
CR% nP n′

V
CR%

35 1 19 110 80.87 18 111 80.70 18 111 80.70 19 110 80.87
32 2 20 110 82.51 20 111 82.35 20 111 82.35 20 110 82.51
29 4 21 110 84.15 21 111 84.01 21 111 84.01 23 110 84.15
21 7 29 110 88.52 28 112 88.32 28 111 88.42 29 110 88.52
14 10 43 110 92.35 42 111 92.28 42 113 92.14 44 111 92.28
10 19 57 113 94.39 57 115 94.29 56 115 94.29 58 112 94.44
8 27 71 114 95.47 71 115 95.43 70 118 95.31 76 112 95.55
6 47 96 121 96.39 96 121 96.39 94 121 96.39 94 120 96.42

4 104 123 186 96.30 128 190 96.22 121 194 96.15 119 189 96.24
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The focus of comparison among the variations is each algorithm’s response to

increasing bottleneck vectors with increasing compression target. As discussed in

Section 3.5, the approach used to decompose bottlenecks and partition the subvec-

tors determine the final scan vectors count, number of partitions and ultimately the

actual compression ratio. This is the differentiating factor in the four variations.

The results of the first three variations are nearly identical in most cases except for

slight differences at very low M values. Among these three variations, Algorithm IA

achieves the lowest final test vector counts while Algorithms IB and II tradeoff test

vector counts for smaller number of partitions, though the differences in number of

vectors and partitions are not drastic. In a few cases, Algorithm IA achieves the

lowest in both partitions and vector counts. This is the case when new vector(s)

need to be created to handle the disturbed faults in Algorithms IB/II and these new

vectors also require new partition(s), thus leading to more vectors and partitions

compared to Algorithm IA.

Compared to the first three variations, the performance of Algorithm III is in-

ferior or at best just comparable except at very low M values, at which point the

compression curve has crossed the optimal point. Algorithm III results in more par-

titions and vectors in cases where many new vectors need to be created to handle

the non-essential faults. Furthermore, these new vectors may not fit in the existing

partitions, resulting in more new partitions. However, Algorithm III performs much

better in test cases s35932 and s38417 where it achieves the highest compression with
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the least partitions. In these test sets, it is observed that a very large percentage

of bottleneck vectors are present compared to other test cases at similar compres-

sion levels. In these test cases, by focusing on essential faults only, Algorithm III

obtains less vectors and, consequently smaller number of partitions as many of the

non-essential faults are covered by the representative vectors. Thus, in these test

cases, focusing on essential faults first gives two-fold gains of greater compression

with fewer partitions due to smaller decomposition required.

The results are depicted graphically for each test case with separate graphs show-

ing compression, final vectors count and partitions versus M for the four variations

in Figures 4.11 - 4.46 according to the scan chain lengths. These graphs clearly

illustrate the trends in compression ratio, number of test vectors and partitions as

mentioned before. The overlap of curves indicate the identical behavior of all varia-

tions at some points. The difference in Algorithm III’s outcome is clearly visible in

case of s35932 and s38417.
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Figure 4.11: Overall compression vs. M for s5378 for scan chain length of 4.
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Figure 4.12: Final vector counts vs. M for s5378 for scan chain length of 4.
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Figure 4.13: Partitions required vs. M for s5378 for scan chain length of 4.
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Figure 4.14: Overall compression vs. M for s9234 for scan chain length of 4.
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Figure 4.15: Final vector counts vs. M for s9234 for scan chain length of 4.
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Figure 4.16: Partitions required vs. M for s9234 for scan chain length of 4.
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Figure 4.17: Overall compression vs. M for s13207 for scan chain length of 7.
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Figure 4.18: Final vector counts vs. M for s13207 for scan chain length of 7.
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Figure 4.19: Partitions required vs. M for s13207 for scan chain length of 7.
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Figure 4.20: Overall compression vs. M for s13207 for scan chain length of 4.
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Figure 4.21: Final vector counts vs. M for s13207 for scan chain length of 4.
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Figure 4.22: Partitions required vs. M for s13207 for scan chain length of 7.
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Figure 4.23: Overall compression vs. M for s15850 for scan chain length of 7.
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Figure 4.24: Final vector counts vs. M for s15850 for scan chain length of 7.

78



s15850

10

20

30

40

50

60

70

80

90

16 15 14 13 12 11 10 9 8 7 6 5 4 3

Scan Inputs

P
ar

ti
ti

o
n

s IA

IB

II

III

Figure 4.25: Partitions required vs. M for s15850 for scan chain length of 4.
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Figure 4.26: Overall compression vs. M for s15850 for scan chain length of 4.
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Figure 4.27: Final vector counts vs. M for s15850 for scan chain length of 4.
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Figure 4.28: Partitions required vs. M for s15850 for scan chain length of 4.
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Figure 4.29: Overall compression vs. M for s35932 for scan chain length of 18.
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Figure 4.30: Final vector counts vs. M for s35932 for scan chain length of 18.
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Figure 4.31: Partitions required vs. M for s35932 for scan chain length of 18.
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Figure 4.32: Overall compression vs. M for s35932 for scan chain length of 9.
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Figure 4.33: Final vector counts vs. M for s35932 for scan chain length of 9.
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Figure 4.34: Partitions required vs. M for s35932 for scan chain length of 9.
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Figure 4.35: Overall compression vs. M for s38417 for scan chain length of 17.
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Figure 4.36: Final vector counts vs. M for s38417 for scan chain length of 17.
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Figure 4.37: Partitions required vs. M for s38417 for scan chain length of 17.
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Figure 4.38: Overall compression vs. M for s38417 for scan chain length of 9.
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Figure 4.39: Final vector counts vs. M for s38417 for scan chain length of 9.
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Figure 4.40: Partitions required vs. M for s38417 for scan chain length of 9.
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Figure 4.41: Overall compression vs. M for s38584 for scan chain length of 15.
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Figure 4.42: Final vector counts vs. M for s38584 for scan chain length of 15.
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Figure 4.43: Partitions required vs. M for s38584 for scan chain length of 15.

s38584

80.00%

82.00%

84.00%

86.00%

88.00%

90.00%

92.00%

94.00%

96.00%

98.00%

35 32 29 21 14 10 8 6 4

Scan Inputs

C
o

m
p

re
ss

io
n

 R
at

io

IA

IB

II

III

Figure 4.44: Overall compression vs. M for s38584 for scan chain length of 8.
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Figure 4.45: Final vector counts vs. M for s38584 for scan chain length of 8.
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Figure 4.46: Partitions required vs. M for s38584 for scan chain length of 8.
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4.5 Comparison with Other Work

Table 4.14: Comparison with MUXs network based decompressor[90].
[90] At Similar M At Similar TV Highest Compression

Ckts M TV nP TE M TV nP TE M TV nP TE M TV nP TE

s13207 10 248 22 17360 10 233 15 16310 4 248 48 6944 3 264 67 5544
s15850 13 108 11 9828 13 94 22 8554 7 106 42 5194 4 142 79 3976
s35932 11 15 24 2970 11 29 24 5742 62 13 8 14508 11 29 24 5742
s38417 20 74 28 27676 20 88 64 29920 22 78 60 29172 22 78 60 29172
s38584 15 122 26 27450 15 112 43 25200 10 115 59 17250 10 115 59 17250

For a fair comparison with other work, the test sets used, number of internal

scan chains, and test vector count has to be taken into account. The total test

vectors count affects the test application time, so this is also taken into account in

the comparison. Finally, the cost of implementing decompression hardware is also

compared with those works that report it. For each test case, the best result of the

four variations is used in the comparison according to the comparison criteria.

Table 4.14 presents comparison with a MUXs network based decompressor [90].

This scheme also uses a static reconfiguration approach. ATLANTA [99] ATPG tool

has been used to generate the test sets and 100 scan chains are used for all circuits.

Separate comparisons are given according to M value, total vectors count, and the

highest achieved compression. The columns TE and TV indicate compressed test

data volume in bits and final test vector count, respectively. The results show that

the proposed technique gives greater compression in three out of five test cases. It

should be noted that due to different test sets used, the distribution and percentage

of don’t cares bits is not identical, which has an impact on the results obtained.

Furthermore, the compared scheme [90] relies on an iterative test pattern generation
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Table 4.15: Comparison with other schemes using the MINTEST dynamic com-
pacted test sets.

Circuits #TV Proposed [59] [51] [50] [58] [55] [100] [47] [49] [68]
s5378 111 4884 10694 10861 10511 9530 9358 11644 11419 11453 11592
s9234 159 5724 19169 16235 17763 15674 15511 17877 21250 20716 18908
s13207 236 19824 24962 26343 24450 18717 18384 31818 29992 27248 31772
s15850 126 11466 23488 24762 22126 19801 18926 25459 24643 24683 27721
s35932 16 5472 6107 12003 N/A N/A N/A 9148 5554 12390 N/A
s38417 99 53856 66899 72044 61134 70721 58785 71874 64962 76832 84896

procedure per fault during the compression, which is a much more expensive process

compared to the relaxation procedure used in this work.

Next, comparisons are presented with a variety of recent techniques based on dif-

ferent approaches. Table 4.15 presents a comparison with approaches that use the

MINTEST test sets with dynamic compaction. The values are the compressed test

data volumes in bits. The schemes compared with include block merging [59], arith-

metic coding based compression [51], nine-coded compression [50], pattern-based

runlength compression [58], multi-level Huffman code compression [55], a modified

Huffman codes based technique [100], an extended frequency directed runlength

compression [47], VIHC compression [49] and dictionary with corrections scheme

[68], respectively. The last technique uses multiple scan chains equal to 128 for four

largest circuits. The proposed technique achieves significantly higher compression

compared to other techniques in 5 out of 6 test cases. The result for s38584 is not

presented as its test set does not achieve significant compression without allowing

any increase in the number of test patterns.

In Table 4.16, a comparison with some multiple scan chains based techniques
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is given. Results for the proposed scheme are given with and without test vector

increase over the MINTEST static compacted test set. For the smallest two circuits

near 64 scan chains are used while for the larger five circuits both near 100 and

200 scan chains are used. The scan chains and test sets used in other schemes

are as follows: Shi et al. [88] use a commercial ATPG tool and compression is

reported with 200 scan chains, Rao et al. [81] use ATLANTA ATPG tool [99] and

compression is reported for scan chain lengths of 2, Li et al. [92] use 64 and 200

scan chains respectively for the smallest two and larger five circuits with MINTEST

test sets without compaction, Hayashi et al. [60] use X-maximal program for test

set generation with scan chains lengths varying between 16 and 64 in powers of 2,

and Tang et al. [101] do not specify the specifics of test sets and all results are

reported with 256 scan chains except for s15850, where 128 are used. The proposed

technique achieves higher compression with most of the test cases at comparable or

much lower vector counts except for s35932, due to the reasons mentioned before.
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Table 4.16: Comparison with other multiple scan chain schemes.
Proposed [88] [81] [92] [60] [101]

No incr. With Incr.
100 200 100 200

Circuits TE TE #TV TE #TV TE #TV TE #TV TE #TV TE #TV TE #TV TE

s5378 3104* N/A 108* 2592* N/A N/A N/A N/A N/A N/A 395 11180 99 5748 N/A N/A
s9234 3360* N/A 129* 2580* N/A N/A N/A N/A N/A N/A 471 18410 110 8872 N/A N/A
s13207 11417 4660 248 6944 239 3824 251 10920 317 13948 477 14087 233 13114 415 4980
s15850 7238 3384 144 4032 132 2112 148 7072 309 13596 422 15907 97 11372 386 7720
s35932 14688 9180 34 6120 35 1575 35 8045 38 836 147 3308 12 7252 45 1260
s38417 32368 15300 73 29784 74 14652 183 29550 678 63732 487 69274 86 30404 692 19376
s38584 41250 12320 115 17250 121 5808 288 21020 477 25758 510 54878 111 28140 537 12888

* near 64 scan chains used
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4.6 Hardware Cost Comparison

Table 4.17: Comparison of H/W costs with two multiple scan chains schemes.

Proposed [66] [93]
No TV increment With TV Increment

Circuit H/W TE H/W TE H/W TE H/W TE

s5378 1536 3104 1518 2592 2636 6124 628 11180

s9234 2225 3360 2717 2592 3701 11388 1397 18410

s13207 1711 11417 2228 5544 4293 6093 1270 14087

s15850 2120 7238 3178 3976 3908 12947 1469 15907

s35932 987 14688 1388 5742 3026 1040 36 3308

s38417 4172 32368 4787 29172 2382 58397 74 69274

s38584 2717 41250 4559 17250 5036 52612 1320 54878

Unlike compression results, extensive comparison of hardware cost with previous

work is not always possible because either the actual hardware cost and the specific

implementation library is not reported, or, the schemes are based on a single scan

chain. To compare hardware cost, two schemes based on multiple scan chains are

considered that report hardware cost using the lsi 10k library provided with the

Synopsys Design Compiler. Of these, one is a dictionary based scheme [66] while

the other uses width compression along with dictionary compression [93]. Table

4.17 reports the hardware cost obtained with proposed algorithms for each test case

for two compression values. These two results correspond to compression obtained

with and without increment in test vector counts using near 100 scan chains. Since

the hardware cost is dependent upon partitioning, these values give a an idea about

the difference in hardware cost for different compression values. It is observed that
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compared to the dictionary scheme [66], much greater compressions are obtained

at lower or similar hardware costs. In case of the other work [92], the reported

hardware costs are smaller but compression is significantly lesser compared to the

proposed scheme in all test cases except s35932.
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Chapter 5

Conclusions and Future Work

An effective test vector compression technique has been proposed in this work that

uses test set partitioning and bottleneck test vector decomposition through relax-

ation. The technique targets a user specified number of ATE channels to achieve

test data compression and it can explore tradeoffs among compression ratio, area

overhead and test vectors count. Instead of ATPG, the technique relies on a fast

test relaxation algorithm and can work with compacted test sets to achieve high

compression with much lower vector counts, thus minimizing test application time.

The results clearly show that the proposed technique achieves significantly greater

test volume reduction compared to other recent work.

The proposed multiple scan chain compression technique can take advantage of

test vector relaxation that allows obtaining don’t cares on specified bit positions in

a scan vector. The test vector relaxation used in this work for obtaining atomic
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test vectors gives equal weight to all bit positions in a given input test vector when

identifying don’t cares. However, this algorithm can be modified so that it prioritizes

certain bit positions in the vector so that these positions are given preference over

other candidate positions when obtaining don’t cares.

In order to understand how this enhancement can benefit the proposed tech-

nique, recall that the actual compression is determined by the colors needed by the

bottleneck vectors, which depends on both the percentage of specified bits present

in the test vector and their relative positions. The incremental fault dropping used

in the proposed technique indirectly minimizes the number of specified bits when

obtaining new vector(s) from the original bottleneck vector. However, no attempt

is made to obtain don’t cares at specific bit positions. It is observed that a single

value conflict in a bit position can lead to higher than desired number of colors.

By identifying the positions that must have don’t cares after relaxation and guiding

the relaxation process, improved compression can be obtained as less colors will be

needed, and/or the amount of decomposition necessary for each bottleneck vector

may be reduced.

Besides improving the compression ratio, controlled relaxation can also improve

the partitioning results. Following the same reasoning as before, if a vector doesn’t fit

in a given partition, conflicting positions may be identified and a different relaxation

can be attempted to make the vector fit in.

It should be noted that there is no guaranteed possibility that an alternate
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relaxation will always lead to an improved result. However, the idea is intuitive

enough to be worth experimenting and empirical results will decide the actual benefit

of this enhancement to the existing technique.
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APPENDIX

Color Histograms

The color histograms of all MINTEST generated test cases using static com-

paction, for the specified scan chain lengths, are given in Figures A.1 - A.12.
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s5378 Color Histogram
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Figure A.1: Color histogram of vectors in s5378 test set with scan chain length of 4.
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Figure A.2: Color histogram of vectors in s9234 test set with scan chain length of 4.
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s13207 Color Histogram
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Figure A.3: Color histogram of vectors in s13207 test set with scan chain length 7.
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Figure A.4: Color histogram of vectors in s13207 test set with scan chain length 4.
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s15850 Color Histogram
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Figure A.5: Color histogram of vectors in s15850 test set with scan chain length 7.
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Figure A.6: Color histogram of vectors in s15850 test set with scan chain length 4.
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s35932 Color Histogram
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Figure A.7: Color histogram of vectors in s35932 test set with scan chain length 18.
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Figure A.8: Color histogram of vectors in s35932 test set with scan chain length 9.
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s38417 Color Histogram
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Figure A.9: Color histogram of vectors in s38417 test set with scan chain length 17.
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Figure A.10: Color histogram of vectors in s38417 test set with scan chain length 9.
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s38584 Color Histogram
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Figure A.11: Color histogram of vectors in the s38584 set with scan chain length 15.
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Figure A.12: Color histogram of vectors in s38584 test set with scan chain length 8.
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