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Abstract—In this paper, we address the problem of optimizing 

the delivery of multimedia services with different quality of 
service (QoS) requirements to mobile users. We assume that the 
network provides two distinct classes of service (CoS) to which 
users may subscribe: Premium, or Economy. Subscribers to the 
Premium service pay more for their connections but receive a 
higher level of quality measured by a set of parameters such as 
call blocking probability, coding rate, and format of the 
multimedia services. By optimizing the delivery of the 
multimedia services, we mean that the network guarantees that 
all users receive their agreed-upon contractual level of quality 
while maximizing the links’ throughput, avoiding congestion, and 
maintaining the QoS requirements for each type of media (e.g., 
video, voice and data). Our proposed solution is based upon 
utilizing Genetic Algorithms (GAs) to solve a multi-objective 
optimization function that adaptively selects the downloading bit-
rate for each type of traffic flow subject to the constraints of the 
optimization function. A traffic flow is an abstract of aggregate 
traffic of the same type of media (e.g., voice, video, or data) that 
is downloaded to a group of users who share some common 
attribute such as the same class of service. The optimization 
function is adaptive in the sense that the selected downloading 
bit-rates are time-dependant according to the dynamics of the 
links’ traffic-loads, and users’ requests. It is implemented on 
every output port of each node in the network. The function is 
used to control a filter that changes the coding rate of each 
media-type and, if necessary, performs transcoding of one, or 
more, media-types (i.e., video, voice, or data). Simulation results 
show significant improvement in terms of increasing the number 
of admitted users while maintaining the QoS requirements as 
well as target call blocking rates.  An interesting result to report 
is that the performance improvement of the system (measured by 
the gain in the number of admitted users at a certain utilization 
factor) is not simply bounded by the maximum available link 
throughput. It is, rather, limited by the additional revenue gained 
by admitting more users. The increase in the revenue saturates at 
a certain offered traffic-load. Hence, it is not worth it, from a 
service provider perspective, to admit additional users above this 
traffic-load despite the fact that the filtering algorithm results 
indicate otherwise. 

 

I. INTRODUCTION 

Delivering IP services with guaranteed quality of service 
requirements [1]-[3] to mobile users is a challenging area 
of research. This is due to two main reasons: 1) the 

difficulty of guaranteeing the QoS requirements while 
maximizing the efficiency of the IP network resources [4], and 
2) the difficulty of maintaining those QoS requirements over 
the limited bandwidth wireless channel [5], [6] that exhibits 
time-varying impairments such as fading, shadowing and 
attenuation [7].  

 New IP enhanced services such as video and audio 
streaming, web browsing or voice-over IP consume a 
significant amount of the network resources (i.e., bandwidth, 
buffers). These resources would be wasted if the wireless 
channel did not have enough capacity to deliver the 
downloaded traffic to the mobile users. This scenario could 
happen because of the unpredictable time-varying 
characteristics of the wireless channel. Obviously, this 
scenario could result in re-transmissions, leading to 
congestion and further degradation in the network throughput 
[8], as well as violating the QoS requirements. Hence, it is 
important to devise a means of adaptively controlling the rates 
at which media streams are downloaded [9]-[13] according to 
the dynamic conditions of the wireless network, or more 
generally according to the dynamic conditions of the 
downstream links [14].   

  To illustrate, consider downloading a web page with 
images, voice, and video contents to a group of mobile users. 
If the wireless channel conditions do not permit the delivery 
of the downloaded information to the mobile users, then this 
information will create congestion episodes in the access 
nodes, causing significant decrease in the throughput of all 
downstream links. Furthermore, the users will perceive 
significant delays in the speed of their download. Hence, it is 
important to design an “adaptive” resources management 
algorithm that can avoid possible congestion episodes and, 
accordingly, adapt both the amount of the multimedia content 
as well as the rate at which this content is downloaded. The 
QoS filtering algorithm that we propose and analyze in this 
paper is an example of such adaptive algorithms [15], [16]. 
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The proposed algorithm is used to control the actions of filters 
that are located in every node of the network. Accordingly, the 
filters are tuned to select sub-optimal bit-rate values that are 
required to download each traffic flow. This is done via a two 
steps approach: first, the coding rate of the traffic flows is 
reduced [17] without transcoding; and then, if necessary, the 
coding rate is further reduced via transcoding [18]-[20]. For 
example, a possible action of one filter could be to change the 
bit-rate of a voice traffic flow with a Wideband Adaptive 
Multi-rate (W-AMR) coding format by scaling the coding rate 
from 24 kbps to 16 kbps, or transcoding it from W-AMR into 
AMR coding format (coding rate is from 12 kbps to 4 kbps). 
Similarly, in the case of a video traffic flow with MPEG-4 
coding format, a filter may scale the coding rate from 512 
kbps to 64 kbps, or trans-code the same flow from MPEG-4 to 
H.263 coding format (coding rate is changed from 64 kbps to 
32 kbps). Reducing the coding rates -without transcoding- 
requires short processing time and simple packet processing 
because it is performed by simply inspecting the content of the 
packets’ headers, and accordingly dropping the packets based 
upon the results of the QoS filtering algorithm. On the 
contrary, transcoding requires longer processing time and 
more complex packet processing because the content of the 
packets’ payload needs to be first de-compressed from its 
original format and then re-compressed in the new format. 
Since all proposed filters are able to change coding formats, 
and rates, by selecting several filtering levels of a media 
stream, we define them as “multi-scale”. The action performed 
by each multi-scale filter is essentially to meet the following 
requirements 

1. Avoid congestion on the end-to-end path including 
the radio link.  

2. Provide preferential treatment to Premium class 
subscribers over Economy class users.  

3. Ensure that the QoS parameters of each traffic flow 
are maintained, regardless of the class of the user. 

4. Maximize the utilization of each link and the number 
of users that can be admitted to the network. 

 
The rest of the paper is organized as follows. In Section II, 

we present our QoS filtering architecture. Next, in Section III, 
we define the multi-objective optimization function. In 
Section IV, the Genetic Algorithm is presented. Simulations 
results are provided in Section V and the conclusions are 
given in Section VI. 
 

II. THE QOS FILTERING ARCHITECTURE 
In the network architecture shown in Fig. 1, different types 

of media contents are stored in a number of media servers. 
Each server is connected to high-speed routers in the core 
network.  These routers are inter-connected in some mesh 
network configuration via high-speed fiber links. The radio 
access network is made up of radio network controllers and 
base stations. We depict, however, only the one-way 
communication from the media servers to the mobile end-

users (downstream).  
In our proposed architecture, the multi-scale filters are 

installed at the output ports of every router, server, as well as 
the radio network controllers (RNC) in the wireless network. 
This is needed in order to react to local congestion and 
maintain the QoS requirements in every router along the end-
to-end path. Our results show that the filters in the core 
network do not need to be equipped with transcoding 
capabilities (see section V.1).  On the other hand, the filters in 
the RNCs would support transcoding in order to react to the 
time-dependant variations in the cellular network capacities 
due to users’ mobility, as well as radio channel impairments. 

The filters control the traffic flows and adapt them 
according to the different conditions of network. In the core 
network, a traffic flow represents the aggregate traffic of 
similar media streams (e.g. voice or video or data streams) that 
are downloaded to a group of users who share some common 
attribute. This traffic flow, for example, can be characterized 
along a route by assigning a single Label Switched Path (LSP) 
in each downstream link. Each filter located in the output 
ports of the routers manipulates in the same way all media 
streams contained in the same traffic flow. On the contrary, in 
the access network nodes, each filter would be controlling a 
single media stream directed to a specific user. 

 
In this paper, we intend to construct an algorithm that 

controls the multi-scale filters located in the core network. A 
multi-scale filter is an entity that manipulates adaptively all 
types of incoming media streams downloaded to the mobile 
users.  The types of media streams that can be downloaded in 
the network are video, speech, text and still images. Each 
media-type can assume the different coding formats that are 
represented in Table I and are used in 3G-UMTS (Universal 
Mobile Telecommunications System) networks [21].  

The filter selects a specific filtering level for the k-th 
downloaded traffic flow. Each filtering level is selected from a 
set of M values according to the filter granularity and 
processing power  

[ ]kf

 
                           (1) [ ] {1, 2,3,......, }.kf ∈ M

.

 
The maximum filtering level “M” indicates the minimum 

filtering action taken by the filter, which means no filtering is 
done. The minimum level “1” indicates the maximum filtering 
action taken by the filter, which means the minimum bit-rate 
for downloading a flow as well as the minimum quality of the 
image, voice or video media. This is illustrated in Table II. 

The choice of a filtering level establishes a specific coding 
rate and coding format  for the correspondent media 
streams 

[ ]kR [ ]kCF

 
[ ]

1 2 3{ , , ,......, },k
MR R R R R∈                    (2) 

 
[ ]

1 2{ , }kCF CF CF∈                          (3) 
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As indicated in Table II, by increasing the filtering level, the 
quality of the downloaded media improves in term of higher 
coding rates and better coding formats, so the highest filtering 
level M is associated with the highest level of quality. 

The type of coding format defines the compression method 
used to encode each media-type. The values of coding rates 
determine the bit-rate values for downloading the media 
content included in the k-th traffic flow. The minimum coding 
rate corresponds to a guaranteed bit-rate, while the highest 
coding rate is associated with the maximum downloading bit-
rate 

 
[ ]

max .k
guarR R R< <                               (4) 

 
The choice of a specific filtering level with its 

corresponding coding rate, type of coding format that can be 
chosen for the k-th traffic flow depends on the type of media 
contained in the flow and the type of user group to which the 
flow is directed. In our work, we define two different types of 
users or “classes of service”: Premium (P) and Economy (E). 

 
 In Table III, we show a possible assignment of filtering 

levels, coding rates and coding formats for Premium and 
Economy class traffic flows. Still images and text are treated 
by the filter as a single media without differentiating their 
coding rates; however, each has a different coding format 
(e.g., GIF or JPEG for images, XML or XHTML for data).  

As shown in Table III, in case a traffic flow is directed to 
Economy class users the selectable filtering levels range from 
one to four (M=4). On the contrary, for a Premium traffic flow 
with voice media streams, the selectable filtering levels are 
two, five, six, and seven (M=7). In case of a Premium traffic 
flow containing video media streams, admissible filtering 
levels are two, four, five, and six (M=6). Finally, three, four, 
five and six are the filtering levels in case the Premium class 
traffic flow contains data streams (M=6). Since higher 
filtering levels are associated with higher coding rates and 
better coding formats, the traffic flows downloaded to 
Premium class users have a higher quality range than those of 
the Economy class users. A Premium class subscriber will pay 
more than an Economy class subscriber but will receive 
content with a superior grade of quality. Moreover, in case of 
congestion, traffic flows that belong to Premium class users 
will be degraded much more gracefully that those of the 
Economy class users. Furthermore, Premium class users have 
also higher priority to be admitted in the network in 
comparison with Economy class users. 

 
The most significant feature of the filtering strategy is that 

the range of selectable coding rates and types of formats for 
each traffic flow provide the network operator with a flexible 
means to provide different classes of users with different 
levels of quality while maximizing the network throughput 
according to the dynamic conditions of the links. Users will 

receive multimedia content within their agreed-upon 
contractual range of levels of quality that are pre-defined in 
their users’ profiles and stored in a management database. 

 
An important QoS parameter that we need to consider for 

the media content delivery is the end-to-end transfer delay. 
We assume that the media types included in a traffic flow are 
downloaded according to the pre-requisites of a specific QoS 
class of service defined within the specifications of Third 
Generation Partnerships Project (3GPP): Conversational, 
Streaming, and Interactive [2]. A traffic flow that contains 
voice streams is related to the Conversational class of service, 
while a traffic flow with video streams represents the 
Streaming service. Finally, text and still images are 
downloaded according to the prerequisites of the Interactive 
services.  

Given an assigned routing path to download multimedia 
contents and predefined end-to-end delay constraints [2], we 
can estimate, for each downstream link, minimum and 
maximum transfer delays for each k-th traffic flow 

 
[ ]

min ax .k
m∆ < ∆ < ∆                            (5)  

 
Fig. 2 represents the block diagram of the Resource 

Manager. It includes a traffic classifier, the multi-scale filter, a 
class-based queuing system, a traffic dispatcher, an 
optimization function and a management database. Once all 
routing operations are performed within the node, traffic is 
directed to the appropriate output port where the filter is 
installed.  

As shown in Fig. 2,  represents the k-th flow of the 
output port, characterized by media-type α and downloaded to 
the same category β of users. This flow is associated with a 
filtering vector [ ,  and with the current 

number  of media streams included in the same flow. 
During a certain time, the multi-scale filter manipulates the k-
th flow by assigning, if it is necessary, a new output vector 

[ ]
,[ ]k

inTα β

[ ] ,k kf R C[ ] [ ] ]k
inF

[ ]kN

 
[ ] [ ] [ ] [ ] [ ] [ ][ , , ] [ , , ]k k k k k k

in outf R CF f R CF⇒ .          (6) 
 

If output and input vector parameters are different, an 
additional filtering delay ][kδ  is introduced and has to be 
considered together with queuing and transmission delays. 
The filtering delay increases when transcoding is applied. 
Since the end-to-end delay constraints are different for traffic 
flows that are associated with distinct QoS classes of services, 
we introduce weights [ , , ]s v dw w w  for each queue 
(Conversational, Streaming, and Interactive). We assume, for 
simplicity, that the queuing and transmission delays of each 
traffic flow can be approximated by an M/M/1 queuing system 
for every class-based queue. 

The optimization function in Fig. 2 is implemented using 
GAs. Its details are provided in the next Section. All 
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information related to the feasible range of coding rates and 
formats for each type of flow is stored in the management 
database where each user profile is recorded. This 
information, which is provided in Table III, defines the 
solution space for the optimization function. Furthermore, the 
management database contains the values for the minimum 
and maximum transfer delay for each traffic flow downloaded 
in the output link.  

 
When a filtering process is applied, the media content is 

reduced during the process. Content reduction causes a 
temporary decrease in the quality of the downloaded media 
but avoids prolonged delays for downloading the media.  

In Fig. 3, we show an example for downloading 32 Mb 
video content to a group of Economy class users. When the 
process starts (case A; from t=0s to t=200s) the available 
capacity along the end-to-end path is enough to maintain the 
highest coding rate (128 kbps) and coding format (MPEG-4) 
for the traffic flow directed to mobile users group. During this 
time, end-to-end transfer delay and bandwidth requirements 
are satisfied and all downloaded content (25.6 Mb) reaches the 
radio network controller. During case B (from t=200s to 
t=210s), the available capacity in some downstream link do 
not permit the delivery of the information with the original 
QoS parameters. For instance, a degradation of radio channel 
conditions could result in this scenario. In this case, the coding 
rate and format are reduced to avoid possible congestion and 
to keep delay and bandwidth within admissible range. At the 
same time, some content is removed (0.96 Mb) to respect the 
downloading time (< 250s). At last, in case C (from t=210s to 
t=250s), when conditions improve, content downloading turns 
back to the initial case. 

 

III. THE OPTIMIZATION FUNCTION 
The optimization function is used to control the actions of 

both the multi-scale filter and the queuing system. It operates 
on a control period  that determines the granularity level 
of the control actions performed by the optimization function. 
The shorter the control period, the finer the control is over the 
resources of the network, but at the expense of increasing the 
processing complexity of the function. As we explained in the 
previous Section, k is the identification number of the traffic 
flows (in this case from one to 

( )t∆

α β× ). Each flow is 
characterized by the same type of media streams 
( { , , }s v dα ∈

{ , }E P
). Each flow is downloaded to a group of users 

( β ∈ ). In this Section, we will use only the parameters 
α  and β  to characterize a flow in order to explain the 
operations performed on each distinct flow. An incoming 
traffic flow [ ]  is characterized by the vector ,Tα β

, ]in

(in

( )

)t

, ,[ , ,f R Cα β α β

t∆

Fα β t . The actions performed by the 
optimization function determine after a predefined control 
period, , an output traffic flow [ ]  and a 

weights vector 

,Tα β (out t + ∆ )t

(w t t)+ ∆ . The output traffic flow is 

characterized by the vector [ ,, , ,, ] (out )f R CF t tα β α β α β + ∆  

whereas (w t t)+ ∆  includes the weights of the class-based 
queuing system: ( )sw t t+ ∆ ,  and ( )vw t t+ ∆ ( )dw t t+ ∆

min max
, ,

. 
Define the number of actual media streams contained within 
each flow to be  and the available capacity on an 

output link to be . The management database includes 

the information of the transfer delay constraints ( ,

, ( )N tα β

( )avC t

)α β α β∆ ∆

, , , min, ]f R CFα β α β α β

 
and the range of filtering levels, coding rates and formats 
represented in Table III. Finally, let [ ,  be 
the vector with the minimum values for the filtering level, 
coding rate and format contained in Table III. 

Util RF F F F∆= ⋅ ⋅

F

( )w t t ( )s vw t t ( ) 1,d t tw+ ∆ +

min
, ,

+ ∆

( )t t

+ ∆ =

, ,ax
α β α∆ ≤ ∆

( )totR t t+ ∆

, ,

, ,

[ ,
[ ,

f R
f R
α β α β

α β α β

β + ∆ ≤

, , ,s v d Pα β= =

= ∑ ∑

, min

,

, ]
, ] ( )in

CF
CF t

α β

α β

α

N

[ α β

β

, ,( ) ( ) ( ),avt R t t C tα β α β⋅ + ∆ ≤

, , ,, , ] ( )outf R CF t tα β α β≤ + ∆ ≤

(totR t )t+ ∆

UtilF

( )avC t

0,
totR t + ∆




( ) / (avt C t ( ) ( )
.

tot avR t t C t
otherwise

+ ∆ ≤if

RF

,α β( ) (outf t )t+ ∆

( )t t t, ouRα β + ∆ ,( ) ( )outCF t tα β + ∆

 
The optimization function F  is defined as the product of 

three different objective functions 
 

.                                 (7) 
 
The objective here is to find the output traffic flow and the 

weights vector which maximize the function  and satisfy 
the following constraints: 

 
a)         +  
 
b)         m∆  
 

c)          
E

 

d)        
,

 

 
where  represents the throughput for the 

downstream link. 
The first component of the objective function, , 

encourages solutions to use the largest portion of the available 
bandwidth  in order to maximize the capacity 
utilization. This function is represented by 

 
),

UtilF =     (8)     

 
The second component, , controls the assignment of the 

filtering level  and, consequently, associated 

coding rate ( ) and format , for 
each output traffic flow. The function is given by 
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,

, , , ,, ,

( P
R D R R

s v d s v ds v d

F F F Fα α α

α αα = ==

= ⋅ +∑ ∑∏ , ) / 6E           (9) 

 
where 
 

2

, , min
, , min , ,

, , min

( ) ( ) ( )
, ( ) ( ) ( ) ( ) (

( ) ( ) ( )

0, ,

P out P
P P P out P i

R P in P

f t t f
if f f t t f tF f t f

otherwise

α α
α α α α

α α

 + ∆ −
 ≤ + ∆ ≤ = −  



)n

                                                                                             (10) 
 

, , min
, , min , ,

, , min

( ) ( ) ( )
, ( ) ( ) ( ) ( ) (

( ) ( ) ( )

0, ,

E out E
E E E out E

R E in E

f t t f
if f f t t f t

F f t f

otherwise

α α
α α α α

α α

 + ∆ −
 ≤ + ∆ ≤

= −



)in

 (11) 
 

, , , ,

, ,

( ) ( ) ( ) ( ) ( ) ( ) ( ) (
0,

( ) ( ) ( ) ( )
1, .

P in P out E in E out

P in E inD

)f t f t t f t f t t
if

f t f tF
otherwise

α α α α
α

α α

− + ∆ − +
>= 




∆
 

(12) 
 
The choice of the filtering levels is determined in a different 

way for traffic flows downloaded to Premium and Economy 
class users. The function ,P

RFα is quadratic and controls the 
output filtering levels for the traffic flows downloaded to 
Premium class users. The function ,E

RFα is radical and 
determines the filtering levels for the Economy class traffic 
flows. Both functions encourage an output filtering level that 
is as close as possible to the input filtering level, but the 
strength that they utilize is different. The quadratic function is 
used for Premium traffic flows because it encourages high 
filtering levels more strongly than the radical function. 
Consequently, Premium class traffic flows tend to be degraded 
less than Economy class traffic flows. The reduction in the 
filtering level of a certain traffic flow depends on the 
assignments of the filtering levels of the output traffic flow in 
comparison with the filtering levels of the incoming traffic 
flow. This is defined according to the following formula: 

, ,
,

,

( ) ( ) ( ) (
( )

( ) ( )
in out

in

f t f t
D t t

f t
α β α β

α β
α β

− +
+ ∆ =

)t∆

)

.         (13) 

 

 
The filtering reduction can be related to the reduction in the 

bit-rate of the media content. As the filtering level is 
decreased so is the bit-rate of the content; however, the 
correspondence is not one-to-one proportionally. For example, 
consider an input traffic flow with voice streams that is coded 
at filtering level 4, which corresponds for an Economy class 
user to a bit-rate of 12 kbps. The output traffic flow filtering 
level has been reduced to a level 2 which corresponds to a bit 
rate of 8 kbps. This means a 50% of filtering reduction; 
however, this does not mean that the bit-rate has been reduced 
by 50%. The content has been certainly reduced but the 
percentage, 34% in this example, depends upon the 

relationship between coding rates and filtering levels. This 
correspondence has been previously provided in Table III. 

In case the number of media streams  contained in 
the Premium class traffic flows, is equal or higher than the 
number of streams  included in the Economy class 
traffic flows, both functions (10) and (11) cannot guarantee 
that the filtering reduction  for Premium class 

flows will be lower than the reduction 

, ( )PN tα

)t

,ED tα

, ( )EN tα

, (PD tα + ∆

( t+ ∆  for the 

Economy class flows. The function DF  assures that this 
condition is always respected. 

The last term of the objective function, F∆ , ensures that the 
transfer delay of each traffic flow is not violated. We assume 
that each class-based queue can be modeled as a simple 
M/M/1 queuing system and we calculate queuing and 
transmission delay based upon this approximation. The total 
transfer delay of a traffic flow for a downstream link can be 
written as  

 

, ,
, , , ,

1( )
( ) ( ) ( ) ( )( ) ( ) E E P Pav

t t
N t R t t N t R t tw t t C t

L L

α β α β
α α α αα

δ∆ + ∆ = +
⋅ + ∆ + ⋅ + ∆+ ∆ ⋅

−

(14)                   
 

where ,α βδ  represents the filtering delay that could be 
introduced by the filter while  is the average length of 
media packets. The value of the filtering delay depends on the 
choice of coding rates and coding formats of the input and 
output traffic flows. If both coding formats and coding rates of 
input and output traffic flows change, a transcoding delay 

L

2δ  
is introduced. In case, only coding rates change, a lower 
filtering delay 1δ  is considered. No filtering delay is added 
when input traffic parameters are maintained. This delay can 
be represented as follows: 

 
2 , , , ,

, 1 , , , ,

, , , ,

, [ , ] ( ) [ , ] ( )
, [ ] ( ) [ ] ( ),[ ] ( ) [ ] (

0, [ , ] ( ) [ , ] ( ).

in out

in out in out

in out

if R CF t R CF t t
if R t R t t CF t CF t t
if R CF t R CF t t

α β α β α β α β

α β α β α β α β α β

α β α β α β α β

δ
δ δ

≠ + ∆
 )= ≠ + ∆ =
 = + ∆

+ ∆

 
                                                                                     (15) 

 
The delay function is given by 
 

,

, , ,
w

s v d P E

F F F .α β

α β
∆ ∆

= =

= ⋅ ∏ ∏                     (16) 

 
The function ,Fα β

∆

w

guarantees that the transfer delay of each 
traffic flow is maintained within pre-defined constraints while 
the function F  ensures that the constriction a) for the 
queuing weights is always satisfied 
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min max
, , ,1, ( )

0, ,
if t t

F
otherwise

α β ,α β α β α
∆

 ∆ ≤ ∆ + ∆ ≤ ∆
= 


β

)

            (17) 

 

, ,
1, ( ) 1

0, .
s v dw

if w t t
F

otherwise

α
α=


+ ∆ == 




∑                        (18) 

 
To perform the optimization, the Genetic Algorithms (GAs) 

are used. In the following Section, we provide the details of 
the GA. 

 

IV. GENETIC ALGORITHM DETAILS 
An optimization problem can be solved analytically or by 

using search techniques. Using analytic approaches, optimal 
solutions can be found by differentiating the objective 
function with respect to each variable. However, these 
techniques are not suitable in our case since the objective 
function includes the product of step functions that are not 
differentiable. 

Considering search techniques, we find many methods: Hill 
Climbing, Enumerative, Random Search Algorithms and 
Randomized Search Techniques. Hill Climbing finds an 
optimum solution by following the local gradient of the 
function. They are deterministic and assume that the problem 
space being searched is continuous in nature. This is not true 
in our problem because the problem space is discontinuous 
and non-unique. Moreover, they only find the local optimum 
in the neighborhood because they rely on a single point to 
search throughout the space. Enumerative methods consist of 
looking at the function values at every point in the solution 
space but if this is large, the computational task becomes 
massive and sometimes intractable. Random Search 
Algorithms only perform random walks, recording the best 
optimum values discovered so far. They do not use knowledge 
gained from previous results and thus do not learn. On the 
contrary, Genetic Algorithms (GAs) [22] that belong to the 
last cited search method, use random choices to guide 
themselves but these are not directionless. They use 
knowledge gained by the previous results, combining them 
with randomizing features. They also look at many different 
areas of the problem space at once by generating 
systematically a population of points instead of a single one. 
Therefore, they are more efficient to solve non-unique and 
multimodal search spaces. Genetic Algorithms have been used 
to address diverse practical optimization problems related to 
dynamic resource management, see [23] and [24]. 

The basic elements of a GA are a chromosome and a fitness 
function. In our case, a chromosome is a vector whose 
elements are simply the filtering levels ( ), (outf tα β of the 

output traffic flow [ ]  and the queuing weights , (outTα β )t ( )w t . 
Each chromosome is usually represented by a binary vector. 
In [25] it has been shown that natural representations are more 

efficient and produce better solutions, thus we used a floating-
point representation [26]. A fitness function is the objective 
function defined by equation (7) that needs to be optimized. 
GAs includes some operators like reproduction, crossover and 
mutation that are applied to successive populations of 
chromosomes to create new better ones. The operation of GA 
is depicted in Fig. 4 and is summarized in [27]. 

Once the stopping criterion is reached, the algorithm sends 
new values to the filter [ ]  and to the queue , (outf tα β + ∆ )t

(w t t)+ ∆ . These are the values that have maximized the 
objective function. They are maintained for the duration of 
one control period until a new cycle is ended.  

The filtering action and consequently the content reduction 
are applied to the traffic flows whenever the value of the 
output filtering level [ ]  is different from that of 

the input [ ] . In the meantime, a new solution is also 
being used to initialize part of the initial population at the next 
control period. This feedback is performed to ensure that 
solutions are held in case there is no change in the input 
parameters. In case the number of traffic flows is high, the 
solution space of the optimization problem contains many 
areas where the value of the fitness function is zero (i.e., no 
solution). This is due to the several constraints taken into 
consideration in the optimization problem and the numerous 
allowable combinations of the weights. The queuing weights 
range between zero and one with a floating-point accuracy of 

, (outf tα β + ∆

)t

)t

, (infα β

410− . To prevent the GA from being trapped in these areas, 
we generate an initial population with some possible solutions 
that include appropriate combinations of the weights. The 
initial population consists of chromosomes 

, ,[ ], , , ,s P v df f w w

f

{2,

v P d P sf f

4,5,6}

E v E d E sf f w  that include all 

the possible combinations of filtering levels , , {2,5,6,7}s P ∈

,v Pf ∈ , , {3, 4,5,6d Pf }∈ , , {1, 2,3, 4}s Ef ∈ , 

,v Ef {1,2,3,4}∈ , ,d Ef {1, 2,3, 4}∈ , with appropriate choices for 
the weights as follows: 

 

, , , ,

, , , ,
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tot
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d P d P d E d E
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R
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w
R

N R N R
w

R

⋅ + ⋅
=


 ⋅ + ⋅ =

 ⋅ + ⋅
 =


                   (19) 

 

where , ,
, , ,

tot
s v d P E

R N Rα β α β
α β= =

= ⋅∑ ∑  

 
By this initial population, we reduce, in case the number of 

flows ,Nα β  is high, the possibilities of obtaining no solutions 
(fitness function zero) when some solution exists. 
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V. SIMULATIONS RESULTS 
In this Section, we explain the simulations experiments that 

have been carried out to evaluate the performance of the 
proposed algorithm. Different multimedia contents are 
downloaded to users via a 15 Mbps link. The transfer delay 
constraints that we consider for each traffic flow are provided 
in Table IV. We assume that the core network contains three 
nodes (routers), i.e., two hops. The transfer delay constraints 
for each traffic flow are obtained by dividing the maximum 
transfer delay in the core network (Table IV) by the number of 
hops. The filtering delays 1δ , 2δ  are set to 5 ms and 9 ms, 
respectively. We consider an average packet length of L=1000 
bits. Each filter selects values for the coding rates, and 
formats, for the output traffic flows as indicated in Table III. 
To simplify the simulations, we assume that each of the 
incoming traffic flows is associated with the highest filtering 
level described in Table III. The filtering levels of the 
incoming traffic flows are fixed for our simulations, though in 
general these could be time-dependant. To test the algorithm, 
we compare a single node case without filtering (Case A), 
with another with filtering (Case B), see the architecture in 
Fig. 5. 
 
 
    V.1. Experiment 1 

In this experiment, we evaluated the effectiveness of the 
proposed algorithm to enhance the capacity of the network in 
terms of the maximum number of users that could be admitted 
to the network without violating the pre-defined QoS 
requirements. To a service provider, this term signifies 
increasing revenues via utilizing the existing infrastructure 
more efficiently without offering new services that may 
require substantial new investments to upgrade the existing 
network facilities. Performance parameters of interest include 
the links’ utilization, transfer delay of each traffic flow, and 
the average filtering degradation in the quality of the media 
content for the traffic flows downloaded by the Premium and 
Economy class users. Finally, we computed the increase in the 
revenues achieved by using the proposed algorithm and how 
this limits the number of admitted users. 

 
In this experiment, each user requests a multimedia call 

containing all types of media: voice, video and data. First, we 
gradually load the link with only Premium class calls until the 
last user is blocked. We, then, repeat this experiment taking 
into consideration all possible combinations of Premium and 
Economy class users. Each simulation continues until the last 
user is blocked. The results are shown in Fig. 6. Without 
filtering, the total number of acceptable combinations of 
Economy and Premium class users is 700; whereas with 
filtering it increases by a factor of 20 to about 14000. Clearly, 
there is a major gain in terms of increasing the network 
capacity. For example, the maximum number of Economy 

class users has increased from 73 to 242, almost a 200% 
improvement. Similarly, the maximum number of Premium 
class users has increased from 18 to about 120, another 
impressive 500% gain. This is achieved without violating the 
pre-defined constraints of transfer delay, as well as 
maximizing the link utilization. 

 
In Fig. 7, we compare the utilization of the available 

capacity  of the link for all admissible combinations of 
users. In a node without filters, case A, neither the coding 
rates nor the format of the media could be altered. In case B, 
the filter can alter the bit-rate that is requested to download 
each traffic flow. Values for capacity utilization are shown in 
detail in Fig. 8. This graph is a cross section of the 3D graphs 
shown in Fig. 7, and shows the capacity utilization against the 
number of users when the percentage of Premium and 
Economy class admitted users is maintained equally at 50% 
each. Up to 28 users, the available capacity is enough to 
support the requested bit-rates of all downloaded traffic flows 
without filtering. As we overload the system, only the filtering 
case can support the users while maintaining high utilization, 
and without violating the delay constraints. 

avC

 
The values of the transfer delays of each traffic flow (voice, 

video, and data) are provided in Fig. 9. In the graph, the 
percentage of Premium and Economy class users is still 
maintained at 50% each, as in Fig. 8. For a node with filtering, 
we depict the transfer delays for both Premium and Economy 
class traffic flows. Note that since different filtering actions 
are taken on Premium and Economy traffic flows, the filtering 
delays and consequently the transfer delays for the traffic 
flows are different. In the range of users (up to 28), the 
transfer delay of all traffic flows is maintained within the pre-
defined constraints. As we overload the system, the filter starts 
to reduce the coding rates of some media types. This action is 
performed to avoid violating the pre-defined delay constraints 
(Fig. 9). In case of a node without filtering, the additional 
users are admitted because there is enough bandwidth but 
delay constraints are no longer respected although the capacity 
utilization continues to increase (Fig. 8). Hence, the impact of 
that is that the users will perceive “slower” downloads. On the 
other hand, the filter manages to satisfy the pre-defined 
constraints of each traffic flow (10ms for voice, 15ms for 
video, and 40ms for data) at the price of decreasing the 
amount of data to be transferred. 
 

In order to evaluate the effect of the filtering actions taken 
by the filter on the Premium and Economy class traffic flows, 
we define an average filtering reduction level for the Premium 
and Economy traffic flows. The filtering reduction is 
calculated by averaging the function in equation (13) with 
respect to all types of media. This is provided in the following 
equation: 
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,

, ,

1 .
3 s v d

D Dβ α β
α =

= ⋅ ∑                             (20) As shown in Fig. 11, for small traffic-loads all types of 
media streams included in both Premium and Economy traffic 
flows can be downloaded at the highest possible coding rates. 
Premium class users can download video streams at a coding 
rate of 512 kbps, data streams at a rate of 256 kbps and voice 
streams at a rate of 24 kbps. For a node without filtering, the 
coding rates are fixed and only 4 Premium class users can be 
admitted. With filtering, however, up to 10 Premium users can 
download video streams at the highest coding rate. In case of 
data streams, up to 16 users can download text and still 
images with at the maximum coding rate. The coding rate of 
voice streams is decreased at a lesser rate than that of the other 
streams. This is because the QoS requirement for the transfer 
delay of voice streams is very close to the value of the 
filtering delay. When the filtering delay is added to the 
queuing and transmission delays, the resultant total transfer 
delay is often higher than the QoS requirement for maximum 
tolerable transfer delay, thus the filtering action on the voice 
streams is not allowed by the algorithm. 

 
In Fig. 10, we show the impact of the reduction in the 

filtering levels (or coding rates) on different traffic flows in 
three distinct scenarios. In each one, different percentages of 
Premium and Economy class users are used. In all scenarios, 
the rate reduction for Premium class traffic flows is always 
less than that of the Economy ones. The maximum value of 
the reduction for traffic belonging to Premium users is 40%, 
whereas for Economy class users this value is 75%. An 
average reduction of 75% for Economy class users means that 
those users will have all three media streams with the filtering 
level equal to one, which corresponds to the their minimum 
guaranteed coding rates. Furthermore, as we have mentioned 
in Section III, the filtering reduction is not directly 
proportional to the content reduction. In this case, if we 
replace the filtering levels by the coding rates in equations 
(13) and (20), we obtain an average reduction of 73% for the 
multimedia content. For Premium class users, an average 
filtering reduction of 40% means that there will be 
approximately 55% of content reduction. In this case, the 
filtering level for voice streams is seven, for video streams is 
two, whereas for data streams is three. 

 
In order to maintain the highest possible coding rates to the 

Premium class users, Economy traffic flows have to be 
degraded not just more frequently, but also more aggressively. 
However, in case a small number of users are admitted and the 
percentage of Economy class users is much larger than the 
percentage of Premium class users, the coding rate reduction 
for each Economy class user will not be so aggressive because 
it can be distributed fairly among a larger number of Economy 
class users in comparison with the small percentage of actual 
Premium class users. If more users are admitted, Premium 
class users, also, will start to observe a decrease in the quality 
of their media because the available capacity will not be 
enough to satisfy the highest coding rates. At the same time, 
Economy traffic flows will start to be more intensively 
degraded. A network operator may decide to operate the 
optimization function such that the number of admitted users 
is less than what is actually possible. This mode of operation 
will limit the maximum percentage of degradation that the 
users will see. This is an important trade-off between revenues 
(maximum number of admitted subscribers) and users’ 
satisfaction with the service provided. 

If the percentage of Premium class users is lower than the 
percentage of Economy class users, functions (10) and (11) 
work well in term of degrading the coding rates of the 
Economy class traffic flows much more than Premium class 
flows, and function (12) is not in effect within the 
optimization function (7). This means that, in this case, the 
filtering reduction for Premium and Economy class users 
would be still the same whether the function (12) was 
included in the optimization function or not. If the percentage 
of Premium class users increases, the filtering degradation for 
both Premium and Economy class traffic flows becomes much 
closer. Hence, function (12) tends play a more significant 
factor in the optimization function. In fact, as we have 
indicated in Section III, if the number of media streams 
contained in the Premium class traffic flows is equal or higher 
than the number of streams included in the Economy class 
traffic flows, function (12) assures that the filtering reduction 
for Premium class flows will be lower than that of the 
Economy class flows. The results in Figure 10 confirm that 
function (12) is in effect in the case when the number of 
Premium class users is 50% or 90%. In fact, without this 
function the degradation in the Premium class users could not 
be maintained lower than that of the Economy class users. 

 
Fig. 12 elaborates the limitations on the gain achieved by 

increasing revenues via admitting more users. In computing 
the revenues, we used a simple revenue model [29] as follows: 

 

, , ,
, , ,

.
s v d P E

N T Rα β α β α β
α β= =

Φ = ⋅ ⋅∑ ∑                 (21) Accordingly, the optimization function (7) works better in 
case the number of Premium class users is lower than 
Economy class users. This situation is represented in the first 
graph of Fig. 10 where 10% of Premium and 90% of 
Economy class users are admitted. Since this scenario can be 
considered as the most realistic case, we also present in Fig. 
11 the coding rate values for all Premium and Economy traffic 
flows against the number of users.  

 
The revenue measure Φ  describes the total revenues 

generated due to the traffic downloaded by both Premium and 
Economy class users in a control period ( . In this model, )t∆

,PTα  and ,ET  are the tariffs that Premium and Economy class 
users pay in a control period in order to download each type 

α
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of media stream. Without loss of generality, we assumed that 
the tariff is expressed in dollars /Mbps. The figure 
demonstrates two distinct scenarios.  

In scenario 1, the cost for Premium class users depends 
upon the selected filtering levels (see Table III) assigned to 
the downloaded media streams. On the other hand, the cost for 
Economy class users does not depend on the choice of the 
filtering levels but only on the amount of traffic downloaded 
as follows: 

 
,

,

0.20 $ / , 4
0.15 $ / , ,

P
P

Mbps f
T

Mbps otherwise
α

α

>
= 


             (22) 

 

, 0.10 $ / , .,E ET Mbps fα = α∀                  (23) 

 
In scenario 2, the costs for both Premium and Economy 

class users depend on the amount of traffic downloaded and 
on the filtering levels of the downloaded media streams as 
follows: 

,
,

0.20 $ / , 4
0.10 $ / , ,

P
P

Mbps f
T

Mbps otherwise
α

α

>
= 


             (24) 

 

 T    (25) , , ,
,

0.10 $ / , 2; 2; 2
0.05 $ / , .

s E v E d E
E

Mbps f f f
Mbps otherwiseα

≥ ≥
= 



>

 
The increase in the revenue, achieved by the filtering, 

saturates at 100 users for scenarios 1 and 2, although, Fig. 12 
indicates that approximately 220 users could be admitted. This 
means that there is no advantage for a service provider to 
admit any more users above this limit. In fact, admitting more 
users does not represent any additional revenue gain for the 
provider. This is an interesting result since it limits the 
operating region for the service provider despite the fact that 
the filtering algorithm would maintain the QoS parameters of 
each traffic flow even for a larger number of users.  

Note that the revenues for the no filtering case is maximum 
at approximately 1.4 $ for 40 users since the network cannot 
admit more than 40 users.  For the filtering case, however, the 
revenues reach 2.3 $ for 100 users. The revenue gain is 
approximately 50%, whereas the number of admitted users has 
more than doubled. Note that with the filtering case, each user 
is now paying less $/Mbps of usage.  Hence, this is a more 
favorable operating region for both users and the operator 
alike. 

 
In Fig. 13, we show the offered traffic-loads that trigger the 

activation of rate reduction via transcoding. Clearly, 
transcoding is activated only at high traffic-loads (100 users 
and above is the equivalent to more than 90% utilization).  

We recall that the operating region of the provider has a 
maximum of 100 users due to saturation of revenues. Hence, 
transcoding would be rarely activated inside the core network; 
whereas, it would be more activated in the RNCs due to the 

fact the radio channel impairments and users’ mobility could 
lead to episodes where the capacity of the channel would drop 
suddenly, thus causing congestion and consequently activation 
of the transcoding. 
 
 

V.2. Experiment 2 
The second experiment was performed to calculate the call 

blocking rates for Premium and Economy class users and to 
study the impact of the control period on the performance of 
the algorithm. In this experiment, each user requests a call for 
downloading a single type of media. Therefore, voice, video 
and data calls are generated separately. All types of media 
calls are generated with the same percentage (33% voice, 33% 
video, and 33% data) according to a Poisson distribution. 
Moreover, the simulations have been performed using 10% 
Premium class calls and 90% Economy class calls. This 
classification represents a realistic scenario in which most 
users are indeed Economy class subscribers. Each call lasts 10 
minutes, whereas the control period is set to 1 sec. A new call 
is admitted if constraints a), b), c), and d), previously defined 
in Section III, are satisfied for the existing calls and as well as 
for the new ones. In the case that both Premium and Economy 
class calls arrive simultaneously, then the Premium class calls 
have a higher priority for admission. 
 

In Fig. 14, we compare the call blocking rates between the 
case of no-filtering (Case A), and that with filtering (Case B). 
As shown in the figure, call blocking rates are determined 
separately for each of the Premium and Economy class users 
against the call arrival rates (10% Premium class, 90% 
Economy class). Two important results are obtained in this 
experiment. First, the call blocking rates for either the 
Premium or the Economy class users are lower in case B than 
those of case A. To illustrate, consider a target call blocking 
rate of 1% for Premium class users, the correspondent calls’ 
arrival rate is approximately 1.03 calls per second for the 
filtering case. At this arrival rate the call blocking rate for 
Premium class users, without filtering, rises approximately to 
60%. Similarly, if we consider a target call blocking rate of 
5% for Economy class users, the correspondent calls’ arrival 
rate is 1.2 calls per second with filtering. At this arrival rate 
the call blocking rate of Economy class users, without 
filtering, is more than 55%.  

Secondly, the call blocking rate of Premium class users is 
higher than that of the Economy class users in case A, while it 
is lower in case B. To illustrate, at an arrival rate of 1.1 calls 
per second, about 63% of Premium class calls and 53% of 
Economy class calls are blocked without filtering. With 
filtering, 1.7% of Premium class calls and 2.1% of Economy 
class calls are blocked. Therefore, filtering ensures that the 
call blocking rate for the Premium class users is indeed lower 
than that of the Economy class users.  In case of filtering, 
Premium class users will pay more for their service but their 
calls have a higher priority of admission over Economy class 
users. 
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Figures captions: 
 
Fig. 1.  The QoS filtering architecture. 
 
Fig. 2.  Resource Manager scheme for an output port at a single core network node. 
 
Fig. 3.  Delivery of video content (32 Mb) to a group of Economy class users. 
 
Fig. 4.  Genetic Algorithm block diagram. 
 
Fig. 5.  Architecture of a node without filter (Case A) and a node with filter (Case B). 
 
Fig. 6.  Admission region of Premium and Economy class users. 
 
Fig. 7.  Capacity utilization against admitted users for a node without filters (Case A) and a node with filters (Case B). 
 
Fig. 8.  Capacity utilization against admitted users (50% Premium class, 50% Economy class). 
 
Fig. 9.  Transfer delay for Premium and Economy class traffic flows (voice, video, and data) against admitted users (50% Premium class, 50% Economy class). 
 
Fig. 10.  Average filtering reduction level for Premium and Economy class traffic flows against admitted users. 
 
Fig. 11.  Coding rate for Premium and Economy class traffic flows against total admitted users (10% Premium, 90% Economy). 
 
Fig. 12.  Total revenues generated due to the traffic downloaded in a control period against total admitted users (10% Premium class, 90% Economy class) for a 
node with filters (Scenarios 1 & 2) and a node without filters. 
 
Fig. 13.  Transcoding activation against total admitted users (10% Premium class, 90% Economy class). 
 
Fig. 14.  Call blocking rate for Premium and Economy class users against call arrival rate. (10% Premium class, 90% Economy class). 
 
Fig. 15.  Call blocking rate for Premium and Economy class users against control period at an arrival rate of 1.1 calls per second. (10% Premium class, 90% 
Economy class). 
 
 
Tables captions: 
 
TABLE I        MEDIA CODING FORMATS 
 
TABLE II      RELATIONSHIP BETWEEN FILTERING LEVELS, CODING RATES, CODING FORMATS AND GRADES OF QUALITY 
 
TABLE III   FILTERING LEVELS, CODING RATES AND CODING FORMATS FOR DIFFERENT MEDIA OF PREMIUM AND ECONOMY CLASS 
FLOWS 
 
TABLE IV      TRANSFER DELAY CONSTRAINTS AND FILTERING DELAYS FOR EACH CLASS OF SERVICE OR TRAFFIC FLOW 
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TABLES 
 
 

Media types Coding formats CF1 Coding formats CF2 

Speech AMR AMR-Wideband 
Video H.263 MPEG-4 

Still images GIF JPEG 
Text XML XHTML 

Table I 
 
 
 
 

Filtering 
levels f[k] 

Coding rates  
R[k] 

Coding formats 
CF[k] Grades of quality 

1 R1 CF1 low 
2 R2 CF1

 … 

… … … medium 
… … … … 

M RM CF2 high 

Table II 
                                                       
 
 

Speech Video Data 

f[k] R[k] 

(kbps) 
CF[k] f[k] R[k] 

(kbps) 
CF[k] f[k] R[k] 

(kbps) 
CF[k] 

Economy class flows 
1 4 AMR 1 32 H.263 1 16 GIF, 

XML 
2 8 AMR 2 64 MPEG-4 2 24 GIF, 

XML 
3 10 AMR 3 96 MPEG-4 3 32 GIF, 

XML 

4 12 AMR 4 128 MPEG-4 4 64 GIF, 
XML 

Premium class flows 
2 8 AMR 2 64 MPEG-4 3 32 GIF, 

XML 
5 16 AMR-W 4 128 MPEG-4 4 64 GIF, 

XML 
6 20 AMR-W 5 384 MPEG-4 5 128 JPEG, 

XHTML 
7 24 AMR-W 6 512 MPEG-4 6 256 JPEG, 

XHTML 
Table III 

 
 

 

 Conversational  
class of service  

Streaming 
class of service 

Interactive 
class of service 

Traffic flows voice video data 
Delay 

characteristics 
strict and low bounded tolerable 

Transfer delay 
constraints 

(0 ms, 10 ms) (0 ms , 15 ms) (0 ms , 40 ms) 

Maximum transfer 
delay in the Core 

Network 

20 ms [2] 30 ms  [2] 80 ms  [28] 
 

Filtering delays δ1=5 ms, 
δ2=9 ms 

δ1=5 ms,  
δ2=9 ms 

δ1=5 ms,  
δ2=9 ms 

Table IV 
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