
Architectures For Heterogeneous ReasoningOn Interlingu�Dave Barker-Plummer and Mark GreavesCenter for the Study of Language and InformationVentura Hall, Stanford UniversityStanford, California, 94305, USAfdbp,greavesg@csli.stanford.eduOctober 23, 1998AbstractThe design of any computer system with a multimedia interface in-volves the designer in fundamental theoretical questions concerning themanipulation of information expressed in a variety of forms. Furthermore,if the system is to be intelligent then it must reason with and about theinformation that it represents. We use the term heterogeneous reasoningto refer to this task of reasoning with information presented in multipleforms. We de�ne a heterogeneous reasoning system (HRS) as a com-posite deductive system which includes multiple component subsystems,each with its own syntax, semantics, and proof theory, and which alsoincludes deductive rules which operate between the di�erent subsystems.In the �rst half of this paper we provide a formal model which is able todistinguish several important types of heterogeneous reasoning.Computer systems designers whose tasks involve the use of an HRSin an intelligent multimedia interface are typically faced with a choice ofseveral implementation architectures. One basic architectural decision inthe design of an HRS concerns whether to use an interlingua: a commonunderlying deductive system which is powerful enough to handle some orall of the inferential tasks of the HRS. While many multimedia systemsare implemented using an interlingual architecture because of its concep-tual simplicity, this is not the only architecture available. The impactof employing an interlingua in an HRS can be felt in various ways, fromclouding the system semantics to increasing the complexity of deductionswithin the HRS. So, in the second half of this paper we discuss some ofthe implications and tradeo�s of adopting an interlingual architecture inan HRS. 1



2 Architectures For Heterogeneous ReasoningKeywords heterogeneous reasoning, interlingua, logical theory.1 IntroductionThere has recently been an increase in interest in the problem of managing infor-mation that is represented in non-textual form. This interest has been spurredin part by the availability of su�cient computing power and network bandwidthto allow the construction of true multimedia applications. The methods withwhich a user interacts with and communicates information to a program haveevolved far beyond the simple keyboarding and scienti�c plotting packages ofthirty years ago. Now, computer programs can employ a variety of forms withwhich to present information to their users, including formatted text, charts,icons, graphics, animation, video clips, and sophisticated audio. Styles of inputto programs have expanded from typed text to include mouse and pen move-ments, speech recognition, video feeds, and scanned and interactive graphics. Inorder to organize and manage interactions using these new forms of information,program designers have constructed complex multimedia interfaces, whose rulesgovern and give structure to the dialog between programs and users.It is undoubtedly the case that these multimedia interfaces have increasedthe e�ciency with which people use computer systems, and broadened the rangeof tasks for which computers are suitable. The ability to present and incor-porate information in multiple forms has allowed the communication betweenprograms and their users to be much more productive, as well as more natural.However, the proliferation of such interfaces has also raised some important andfundamental questions for interface designers. How can we quantify and be pre-cise about the information that is presented by a diagram, photo, or segmentof video? How can the familiar structures of formal logic, with which we areable to model the information contained in textual fragments, be generalized toencompass non-textual representations? And, with what techniques should acomputer system draw conclusions with information that is given in non-textualforms?We believe that a prerequisite for answering such questions, and for un-derstanding the behavior of multimedia systems generally, is a theory of hownon-textual representations can carry information, and of how computer sys-tems can validly combine information that is represented in di�erent ways toyield chains of reasoning. The answer to the �rst question is a matter of thesemantics of individual non-textual representations, and is not something wewill pursue here. In this paper, we will be concerned with the second question.In particular, we are interested in general questions of architecture: how shouldwe organize systems which are required to draw conclusions from informationwhich may be presented in a non-textual form?



Barker-Plummer and Greaves 3To introduce this topic, let us look at a simple non-computer example of thesort of multirepresentational inference we have in mind. Consider the problemof �nding a hotel in an unfamiliar city, given a textual description of the loca-tion and a map. The problem solver is required to combine information thatis expressed sententially, e.g., \the hotel is on the west side of Union Square,"with information expressed graphically by the map, in order to solve the prob-lem of �nding a route to the hotel. Clearly, both the sentential and graphicalinformation inform the solution to the problem, and equally clearly, we havestrong intuitive (as well as practical!) notions of what constitutes correct andincorrect inference using this sort of information.Following Barwise and Etchemendy, [4], we call reasoning of the preced-ing kind heterogeneous. We intend this term to encompass reasoning problemswhose solution essentially involves the use of information that is represented inmultiple di�erent forms, whether or not such forms include traditional sententiallanguages. We de�ne a heterogeneous reasoning system (HRS) as a compositedeductive system which includes multiple component subsystems, each with itsown syntax, semantics, and proof theory, and which also includes deductiverules which operate between the di�erent subsystems.Turning to computers for a moment, we note that the traditional model ofsoftware systems consists of two components: an interface to serve as a sim-ple channel of communication with the user, and a backend within which anydomain-speci�c intelligence resides. The obvious generalization of this archi-tecture to multimedia systems involves multiple interfaces tailored to di�erentmedia, each communicating with the backend. But what do we mean by sys-tems with intelligent multimedia interfaces? At least, such systems delegateto their interfaces some of the domain-speci�c knowledge and reasoning thatwould traditionally be associated with the backend. Therefore, typical systemswith intelligent multimedia or multimodal interfaces will contain multiple sitesof reasoning in addition to their backends. Each such site may require an indi-vidualized representation of information, which further entails an individualizedlogical theory at that site. Finally, these systems require a global logical theory,with inference rules and semantic relationships involving multiple sites, so thatinformation residing at individual sites can be validly reexpressed at other siteswhich require it.Heterogeneous reasoning systems form a useful abstract model which may beused to discuss and solve various problems which arise in the design of multime-dia systems. Creating an intelligent multimedia interface will generally involveimplementing a species of an HRS, because the system will need to performheterogeneous reasoning between the di�erent representations available in thesystem. Further, any abstract HRS may be realized in many di�erent logicallyequivalent implementations, and the choice of speci�c implementation architec-ture may have profound consequences for the �nal system.



4 Architectures For Heterogeneous ReasoningWe have two aims in this paper: to formally de�ne heterogeneous reason-ing systems, and, to use our formal de�nition to discuss the space of possiblearchitectures for an HRS, and describe the ways that di�erent architecturalchoices can impact the various properties of the HRS, and hence the intelli-gent multimedia interfaces based on it. Several properties may be of concernwhen considering appropriate architectures for heterogeneous reasoning. Froma purely logical perspective, the constraining features of an architecture revolvearound its ability to make all and only the valid inferences that are licensed bythe information in the component representations. A cognitive scientist mightwish to place additional constraints on the architecture which re
ect currentunderstanding of the properties of the brain. We take a third perspective inthis paper, namely the concern of implementing computer systems which sup-port heterogeneous reasoning. In addition to questions of logic, therefore, wewill also be concerned with questions of the computational e�ciency of variousarchitectures of HRS.One HRS architecture which we will look at in particular depends on the useof an interlingua: a single deductive system which is powerful enough to handleall of the inferential tasks required by the HRS. Paradigmatically, the use of aninterlingua in an HRS entails the following problem-solving methodology: �rst,translate all of the relevant information from the di�erent HRS representationsystems into the interlingua, then solve the problem in the interlingua, and�nally translate the solution(s) back into the appropriate system. Such systemsappear to o�er certain advantages to the system designer, including formalsimplicity and various sorts of modularity. We will examine these claims.This paper divides into two parts. In the �rst part, represented by sec-tions 2, 3 and 4, we de�ne what we mean by heterogeneous systems, give someexamples, and outline some possible specializations of the de�nition which rep-resent interesting points in the spaces of HR systems. In the second part of thepaper, we focus �rst, in section 5, on some general problems with interlingualsystems, and then, in sections 6 and 7, on two possible properties which aninterlingual HRS might lack.2 Heterogeneous Reasoning SystemsBefore proceeding to a detailed examination of the arguments about interlingu�,it will be useful to provide some general background about our conception ofan HRS. Our interest in heterogeneous reasoning systems is motivated by twoobservations:1. Much of the everyday reasoning that we engage in involves informationthat is given to us in non-sentential form. Every time we use a map, read a



Barker-Plummer and Greaves 5facial expression, or sense a temperature, we are using information whoseexpression is nonlinguistic. Further, although our computer programsmight be required by their design to render the information into a formallanguage in order to process it, there is no reason to suspect that this isgenerally the case for arbitrary cognitive agents. In fact, reasoning withnon-linguistic objects seems almost mundane, except that:2. There are no general standards for what it means for a piece of reasoning tobe formally valid, and yet rely on non-sentential information. The edi�ceof mathematical logic rests on the classical de�nition of satisfaction, whichis closely tied to the syntax of �rst-order languages, and is therefore of littlehelp in this more general situation.In the space between these two issues lies the study of heterogeneous rea-soning.Our primary research, and the focus of this half of the paper, involves ap-proaching heterogeneous reasoning from the perspective of mathematical logic,working on developing precise and rigorous models of reasoning with nonlin-guistic informative entities.1 Our formal characterization of an HRS relies onthe notion of a representation system. By this we mean a system of expressionswhich admits a consequence relation among those expressions.De�nition 1 (Representation System) A tuple S = (E;R) is a representa-tion system if E is a collection of expressions, and R is a collection of inferencerules e1;:::;enen+1 ;:::;em , where the eis are members of E.In general E will be speci�ed by a grammar, or some other generative devicerather than a simple listing of expressions, and R may also be expressed as acollection of schemas abbreviating collections of inference rules.Representation systems can have more or less powerful proof theories. Forexample, the grammar of �rst-order logic provides us with a collection of for-mulae E, and the familiar inference rules (schema) of natural deduction orresolution would serve as a suitable R. Other systems could be supported byspecial proof techniques appropriate to that system, for example map-readinginference rules. Still other systems might have more impoverished proof theo-ries. The proof theories for individual nonlinguistic systems, such as graphicalrepresentation systems, are a topic which we do not have the space to presenthere, but the interested reader should refer to [1, 6, 7].When many di�erent representation systems are used collectively to expressinformation about a problem and its reasoning domain, we have a heterogeneous1This work is done within the context of the Hyperproof Project at Stanford's Center forthe Study of Language and Information.



6 Architectures For Heterogeneous Reasoningreasoning system, or HRS. Formally, an HRS is a collection of representationsystems together with additional inference rules which sanction the inferencefrom expressions in one representation system to expressions in another. It isthese additional heterogeneous inference rules which provide the links betweenthe information represented in the di�erent systems.De�nition 2 (Heterogeneous Reasoning System (HRS)) An HRS is atuple (�;H), with� � is a collection of representation systems, �1; : : : ; �n. We will denote theset of expressions of �i by Ei and the inference rules of �i by Ri.� H is a collection of heterogeneous inference rules e1;:::;enen+1;:::;em . The onlyconstraints on the ei is that they each be drawn from the expressions ofsome �i, and that they are not all drawn from the same �i.This notion of heterogeneous inference system is very general. We will givetwo examples of such systems in section 3, and discuss some important special-izations of an HRS in section 4.3 Examples of Heterogeneous Inference Sys-temsIn this section we describe two example heterogeneous reasoning systems. The�rst, Hyperproof, is a completed, implemented computer system which allowsusers to formally reason about a blocks world by using both a diagram of theblocks in that world, and a set of �rst-order sentences which describe the world.The second example is drawn from the �eld of electrical engineering. It isnot implemented as a computer program per se, but involves an identi�ableheterogeneous reasoning system in common use.3.1 The Logic of HyperproofHyperproof [3] is a computer program which is part of a courseware packagefor teaching logic and analytical reasoning at the introductory undergraduatelevel. For the purposes of this paper, the pertinent feature of the program isthat it provides an environment for completely formal reasoning which involvesinformation expressed both textually and graphically. Hyperproof's domain is afairly typical blocks world, consisting of blocks with various properties placedon a checkerboard. In support of reasoning over this domain, Hyperproof imple-ments two interacting representation systems: a diagrammatic system which can



Barker-Plummer and Greaves 7represent the world graphically and support certain kinds of graphical reasoning,and a linguistic system which supports �rst-order representation and reasoningconcerning this same world. Hyperproof is therefore an implementation of anexplicit HRS which contains exactly two representations.The design of the linguistic system is quite traditional; it includes a �rst-order language with equality similar to that of Tarski's World [2], plus a completesystem of inference rules and a matrix-method theorem prover to allow thefamiliar kinds of reasoning between these sentences.The graphical component is more interesting. The blocks world can bepopulated by up to twelve objects. Each object is located somewhere on thecheckerboard, is one of three shapes, is one of three sizes, is assigned one ormore names, is either happy or not, and either likes or dislikes each of theobjects on the board. The diagrammatic language allows the user to specifyany subset of the above properties for each of the objects, and so allows thedepiction of partial blocks worlds. For example, if a particular block is drawnbeside the checkerboard, the diagram is interpreted as not specifying a loca-tion for that block, although that block is actually positioned somewhere onthe checkerboard. Similar conventions allow the diagram to be indeterminateabout a block's size, shape, happiness, names, and state of mind towards otherblocks.2 Also, the diagrammatic system enforces a simple proof theory concern-ing permissible modi�cations to the diagram.Hyperproof's sentential and diagrammatic representation systems were specif-ically designed not to be coextensive. That is, there are certain facts about theblocks world which can only be represented by using the diagrammatic repre-sentation, and other facts whose only representation would be sentential. Forexample, the sentential language has no ability to express absolute block posi-tions on the checkerboard. One can use the sentential system to express thata is to the left of b (as LeftOf(a,b)), but not that a is on a particular square,because the language lacks the appropriate predicates and constants. In orderto express precise position facts, the user is required to employ the diagram,where a block can be depicted as occupying a particular square. Similarly, as isoften the case with diagrammatic representations, Hyperproof's diagrams can-not represent general disjunctive or negated information, and so complex logicalrelationships have to be expressed linguistically. These complimentary sorts ofexpressiveness in Hyperproof's two representation systems make it possible (andindeed, quite easy) to pose problems whose solution essentially involves het-erogeneous reasoning. An example proof in the Hyperproof system is shown in�gure 1.2It is a conventionof Hyperproof's diagrammatic representation system that all of the blocksin the world will be represented by some token; that is, the diagram cannot be indeterminateabout the number of blocks in the world. This restriction functions simply to make the proofsystem easier for students to use, and is not required by Hyperproof's underlying logical theory.



8 Architectures For Heterogeneous ReasoningFigure 1: An Example HyperproofThe HRS which is implemented in Hyperproof includes heterogeneous infer-ence rules spanning the two representation systems. These rules allow inferenceof new sentences from diagrammatically expressed information, and new dia-grammatic information from sentences. The Observe inference rule allows theinference of any sentence whose content is represented by the diagram, andtherefore if the current diagram depicts only tetrahedra (and no object of un-known shape), then the sentence 8xTet(x) can be deduced. There is also acompanion rule to Observe, called Apply, in which the diagram may be mod-i�ed on the basis of information expressed sententially. Finally, there are variousrules which require premises drawn from both representational systems.Hyperproof is an interesting example of an HRS because not only is theuser's experience of the logical system essentially heterogeneous, but there isno common internal representation of the information present in the problem.3Many users of the system assume that inference within the system occurs bytranslating the diagrammatic and sentential information into some central rep-resentation (often assumed to be an extension of the sentential system), andthat all inference occurs within this common system, with the results translatedback to the appropriate user- accessible representation. This architecture, forwhich we later introduce the term paradigmatically interlingual, would certainlybe a familiar and feasible implementation strategy for Hyperproof. It would,however, con
ict with one of the theoretical goals of the Hyperproof project |to try and make the internal system logical design match the external logicalsystems it incorporates, and so gain real experience with thoroughgly hetero-geneous reasoning. Further, it is a commonplace that di�erent sorts of rep-resentations facilitate di�erent sorts of inference, and that using inappropriaterepresentations can dramatically complicate the reasoning that would otherwisebe quite simple. Hyperproof was designed to be a vehicle for investigating thesecomputational issues. Adopting an interlingua would commit Hyperproof to ho-mogeneous proofs internally, and would have made it di�cult to use Hyperproofas a tool for investigating these issues.3We are ignoring a potentially confusing issue here, namely the level of abstraction atwhich we view the system. Since Hyperproof is a computer program, all of the informationthat it manipulates is represented in the form of binary encoded data (or electric currentsif you view the system at a su�ciently low level of abstraction). We take the view that thecorrect level of abstraction is one in which the computer programmer builds data structureswhich represent �rst-order sentences, on the one hand, and diagrams on the other. At thislevel of abstraction, the only way in which the representations can interact is by the explicituse of a heterogeneous inference rule.
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OFigure 2: Timing Diagram of a Unit Pulser3.2 Reasoning about Circuit DesignElectrical engineers have developed a number of di�erent types of representa-tions, each of which is designed to display information relevant to a di�erentaspect of the circuit design task. The representations with which we are mostfamiliar include circuit diagrams, which describe the logical components andinterconnections in the circuit; timing diagrams, which describe the time prop-erties of signals on wires in the circuit; and state machines, which describe theabstract logical behavior of the desired circuit. Experienced engineers employreasoning involving all three of these representations in the course of designinga circuit.Barwise and Etchemendy give the following example of these systems in usein [4]. Figures 2{ 4 represent three views of a unit pulser, a simple circuit whoseoutput is usually low, but which goes high for one unit time interval each timethere is a low-high transition on the input. The temporal aspect of this circuit'sbehavior is typically represented via the timing diagram of �gure 2.Another way of describing the behavior of this circuit is as a state machine.At this level of description (�gure 3), the device has two states. The devicestays at the rightmost state in the �gure while its input is low, and transitionsto the leftmost state while outputting a one (\pulses") on high input. Thisleftmost state is stable with no output until the input goes low, in which casethe machine returns to the rightmost state.The �nal description of the device that we will consider describes the logicalcomponents of the circuit. Here we see that the circuit involves a delay unit,which copies its input to its output after a delay, connected to a not-gate andan and-gate.



10 Architectures For Heterogeneous Reasoning
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OFigure 4: Circuit Diagram of a Unit PulserEach of these individual representations of the behavior of the circuit is de-signed to allow the user to reason about speci�c features of the circuit, and wasdeveloped for that reason. However, in order to draw conclusions about the cir-cuit as a whole, it is often necessary to combine information that is representedby each of the diagrammatic systems. For example, the circuit diagram doesnot give precise timing information, and neither the timing diagram nor the cir-cuit diagram can give gate-based information. Reasoning involving the possiblefailure modes of the circuit requires information from all of the representations.Thus, we can view this collection of individual representations, augmented withadditional inference rules for transferring information between representations,as an HRS.44 Mapping the HRS SpaceIn this section we formally describe two specializations of the notion of HRS. Inthe �rst of these heterogeneous inference is restricted to only moving informationbetween pairs of representation systems, and so we will call this a conversionHRS. In the limiting case, inference rules in a conversion HRS simply allowfor the translation of information, while inference proper is performed within4Kathi Fisler has worked extensively on formalizing the kinds of valid inferences that arepossible with this heterogeneous reasoning system. Her work is reported in [5].



Barker-Plummer and Greaves 11the individual representation systems.5 The other class of HRS we identifyis the interlingual system. In these systems, the only heterogeneous inferencerules involve a distinguished system, the interlingua, via which all heterogeneousinference is performed.This discussion can be thought of in one of two ways. On the one hand theidenti�cation of these specialized, well-behaved, classes of HRS will enable theexplorer to classify and therefore understand new heterogeneous reasoning sys-tems when they are encountered. From our point of view, a more illuminatingperspective is that these specializations represent possible design techniques. Ifthe task at hand is to formalize a previously informal HRS, it might be possibleto map the informal system into one or more of these more specialized classes ofsystem. The choice of formalization should have no impact on the theorems ofthe system, of course, but choosing to design a system interlingually (for exam-ple) rather than as a conversion or other type of HRS may have computationalor other consequences. It is these consequences that we investigate in sections 6and 74.1 Conversion Heterogeneous Reasoning SystemsGiven our characterization of an HRS, we can de�ne a heterogeneous deductionas a deduction sequence in the HRS which contains the use of at least oneheterogeneous inference rule. Any heterogeneous deduction in a given HRS canbe divided into subchains of two types: deduction chains which occur entirelywithin the component representation systems, and applications of heterogeneousrules.The generality of our de�nition of an HRS allows heterogeneous inferencerules to have as their assumptions expressions from any number of representationsystems, and to allow the deduction of a collection of expressions again drawnout of any number of di�erent systems. We believe that it will frequently bethe case that this generality will not be used, and thus that the correspondingrestriction of the general notion of HRS is noteworthy.De�nition 3 (Conversion HRS (CHRS)) We call a heterogeneous infer-ence rule a conversion when it involves expressions from just two representationsystems, with the conclusion expressions all belonging to one, and the assump-tion expressions all members of the other.A heterogeneous reasoning system (�;H) is a conversion system just in caseall of the members of H are conversions.5There is, of course, an interesting philosophical question here about whether translationis a species of inference.



12 Architectures For Heterogeneous ReasoningIn a conversion HRS, heterogeneous inference is used to transfer informa-tion from one representation system to another. We note that a conversionHRS allows the adoption of an inference technique which we call fractioning.Fractioning occurs when all system deductions can be partitioned into chainsof homogeneous inferences (using members of Ri), and chains of heterogeneousinferences using the conversion heterogeneous inference rules to translate infor-mation from one representation system into another. Fractioning functions asan organizing principle over the search space of possible inferences, and oftenallows for a cleaner system logical design.As an example of a conversion rule, consider Hyperproof's Observe ruledescribed above. Observe is the simplest kind of conversion, involving oneassumption expression, the diagram in force at that point in the proof, and oneconclusion expression, the (single) observed sentence. TheApply rule, however,is not an example of a conversion rule, since it applies a collection of sentencesto a given diagram, to produce a new diagram. That is, the assumption ex-pressions for Apply are themselves heterogeneous between the sentential anddiagrammatic representation.4.2 Interlingual Heterogeneous Reasoning SystemsAs we observed above, one familiar approach to the management of informationexpressed in many representations is to translate all of the information into acommon representation, and then to perform inference in this common repre-sentation. We call this approach to designing an implemented HRS the paradig-matically interlingual approach, and the common representation an interlingua.This design strategy has a certain easy appeal, and is the core architecture ofmany of the heterogeneous database applications available today. In additionto being the \obvious" generalization of the basic interface/backend methodol-ogy, the paradigmatically interlingual approach also appears at �rst to defuseseveral logical problems that might arise from the management and manipula-tion of heterogeneous information. In particular, using an interlingua seems toprovide a focal point for issues relating to the system's data semantics, compu-tational properties, and correctness and consistency of its deductive rules. Thesecond part of this paper will be devoted to examining the details of interlingualsystems with respect to some of these claims, and contrasting them with theirpresumed bene�ts. Let us begin by de�ning more precisely an interlingual HRSand its stronger cousin, the paradigmatically interlingual HRS.We formally de�ne an Interlingual HRS in the following way:De�nition 4 Interlingual HRS (IHRS) An HRS (�;H) is interlingual if it isconversion system, and if further there is a distinguished representation sys-tem I 2 � such that all of the inference rules in H either draw all of their



Barker-Plummer and Greaves 13assumptions from I or make all of the their conclusions in I.Interlingual systems may distribute the computational burden of inferencein di�erent ways. For example, it may be possible to make the same deductionwholly within some surface representational system, or wholly within the inter-lingua. One extreme case occurs when the interlingua is used only as mediumthrough which information can be translated between the other representationalsystems. In this case RI will empty. We will call these trivially interlingual sys-tems. At the other extreme, the HRS may involve a number of surface systemswhich do not themselves support inference, and so the only way to use the in-formation expressed in these systems is to translate it into the interlingua. Wecall these systems paradigmatically interlingual.De�nition 5 (Paradigmatically Interlingual HRS (PIHRS)) An HRS (�;H)is paradigmatically interlingual if it has an interlingua �i, and Rj is empty forall j 6= i.Trivially interlingual and paradigmatically interlingual HRS's are the end-points on a spectrum of architectures which divide the burden of inferenceamong the various deductive systems operative in an HRS. We will refer toany HRS which places a signi�cant portion of inferential burden on a single,often non-surface representation as an essentially interlingual HRS.The Internet's World Wide Web provides a simple example of how a multi-media interface can be structured as a PIHRS. One of the Web pages accessiblefrom the authors' home site includes a street map of the town of Palo Alto, withseveral local restaurants marked. Clicking on any of the restaurant icons causesthe web browser to translate the click into an HTML imagemap query andforward the query to its speci�ed server. The server uses the query to deducethe restaurant intended by the click, and sends back to the browser an HTMLdescription of that restaurant's o�erings. Finally, the browser translates theHTML stream from the server into the formatted text which the user sees onher screen. Now, analyzing this system as a PIHRS, we can identify two surfacerepresentations with empty proof theories { the (graphical) location map andthe (textual) description. The language of I, the interlingua, is HTML, and theproof theory of I is implemented by the server. Finally, the rules of H whichlink I to the surface systems are provided by the semantics of the browser.We emphasize that there is nothing special about a representation systemper se which makes it an interlingua. Such systems are just representation sys-tems like any other; it is the relationship that these systems bear to the otherrepresentational systems in the HRS which identify them as interlingua. Theymay even be surface representational systems. However, the usual intention be-hind a paradigmatically interlingual HRS is that the interlingua serves \behind



14 Architectures For Heterogeneous Reasoningthe scenes" as the common currency of exchange between the di�erent surfacerepresentation systems. Often, the interlingua will not be especially suitablefor human use. This can happen, for example, when the interlingua is a �rst-order or database language speci�cally engineered to facilitate the automaticcomputation of certain classes of desirable inferences.5 Questioning InterlinguaHaving set up a framework for an analysis of heterogeneous reasoning, we nowturn our attention to the question of the costs and bene�ts of adopting the inter-lingual approach to heterogeneous reasoning. In [4], Barwise and Etchemendyremark that the use of interlingua in heterogeneous representation systems istheoretically unnecessary and in addition, that the practical utility of inter-lingu� is debatable. The �rst of these claims is a matter of logic, and we agreewith it. Indeed, the Hyperproof program, previously described in section 3.1,is an implemented computer-based HRS which contains no interlingua. Thisexample is su�cient to refute any general claim about the indispensability ofinterlingu� in an HRS. However, their second claim deserves a fuller exposition.In their discussion of interlingu�, in the context of the digital design examplereferred to above in section 3.2, Barwise and Etchemendy state:Imagine trying to design a hardware system in which all threeforms of information were represented in a single system. Experi-ence shows that such a system would lose the clarity, crispness andutility of the systems that have developed in practice. To combinethese into one system, the mappings from syntax to semantics wouldhave to be complicated to an extent that they would lose much oftheir homomorphic character. The more complicated this mappingbecomes, the closer we come to a notational variant of a linguisticscheme of representation, thereby losing the very representationaladvantages inherent in a homomorphic system.For Barwise and Etchemendy, a representation is homomorphic if the rep-resentation is structurally similar to the domain that it represents, a point towhich we will return in a later section. We share the intuitions behind thequoted observation about the possibility of common representations of the in-formation presented in the three systems to which Barwise and Etchemendyrefer. However, let us consider a contrasting example in order to evaluate thebasis for these intuitions, and the generalizability of the conclusions based onthem. Here a simple heterogeneous reasoning task for which the right inter-lingua seems clearly bene�cial. Consider the problem of determining the best



Barker-Plummer and Greaves 15route to drive from the Stanford Linear Accelerator Center (SLAC) to Stan-ford's Main Quad. Imagine that the required information for this task is givenby the following representations: a labeled connectivity graph of the streets onStanford Campus, but with no text on the map identifying places by name; anda list of sentences stating the coordinate position of di�erent places on campus,e.g., \SLAC is at (130,90)."Figures 5 and 6 show this representations of the problem:
Figure 5: The Streets of Stanford CampusBuck House (120,85)SLAC (130,90)Hoover Tower (55,60)Main Quad (70,60)Stanford Stadium (50,45)Medical Center (85,55)Figure 6: Location Information



16 Architectures For Heterogeneous ReasoningBy knowing constraints of legality (speed limits, say) imposed by the type ofstreets, we can reason to an acceptable route (perhaps one which meets a timeconstraint) from SLAC to the Main Quad. In this task, each representationsystem supplies information crucial to the inference. Yet, it is also clear that,given the various perceptive and cognitive capabilities that humans possess, ourdeductive task would have been made far easier if instead we had adopted agraphical interlingua in which the place locations were recorded on the mapalong with the streets, as in �gure 7. Contrary to the prediction made above,this interlingua does not sacri�ce the degree of homomorphicity of the individualsurface representations. Neither do we end up with an interlingua that is morelanguage-like than both of the surface representations.

Figure 7: An E�ective Interlingual RepresentationWhat lesson shall we draw from these two examples? The route-�ndingexample appears to confound any absolute claim that interlingu� in an HRS willnecessarily lack homomorphic qualities relative to the individual systems thatthey subsume, and demonstrates that the disadvantages of the use of interlinguain an HRS are not as straightforward as they might at �rst appear. Nevertheless,Barwise and Etchemendy's quote gives voice to a powerful intuition about the



Barker-Plummer and Greaves 17form and role interlingu� play within a typical HRS. In the following sections,we consider some issues which might be important in determining whether aparticular HRS application might or might not bene�t from the adoption ofan interlingual architecture. Our discussion is organized around the issues of\clarity, crispness, and utility" which are referred to in the quote above; whilewe are con�dent that Barwise and Etchemendy did not intend these particularwords to exactly embody their considered views, they nevertheless provide ahandy starting point for the sections that follow.6 SemanticsOne possible problem with the adoption of an interlingual architecture for aheterogeneous reasoning system is that the semantics of expressions in the in-terlingua can become very complex to compute.6 That is, the complexity of thetask of performing the semantic mappings which hold between the representa-tion and the domain represented may be increased by adopting an interlingualrepresentation capable of representing all of the information representable inthe surface systems. To the extent to which an agent has di�culty with thatoperation, we will take the complexity of the representational system to beproblematic.This agent-relative character points up the notion that for representationsused in this way, whether or not a particular semantic mapping is \complex"is primarily an observer- and agent-based notion, and is only derivatively re-lated to traditional mathematical measures of the complexity of a signal or of acomputation. Consider two representations of the same musical performance {the conductor's annotated score, and a printout of the binary encoding used tocreate a CD of that performance. For someone trained in music, the score is farmore clear about the nature of the music than the digital dump. For someonewho cannot read music, both representations are opaque, though the renditionof the CD data through an appropriate encoding device (a stereo and speakers)would be de�nitive.It is therefore di�cult to say that a representation is clear or unclear ab-solutely, but rather the agent that is to perceive the representation must betaken into account. In particular, since we are concerned about the question ofinterlingu� in an HRS, we cannot assume that the relevant measure is whetherhuman users �nd the meaning of expressions in the interlingual representationdi�cult to compute. Going back to the circuit design example, if we intend6It is possible that this is what Barwise and Etchemendy mean when the say, in thequotation cited above, that an interlingua for the circuit design problem would lack clarity.Whether or not this is their intention, we consider the issue of the complexity of the semanticsof the representation(s) to be central to the adoption of an interlingual architecture.



18 Architectures For Heterogeneous Reasoningour hypothetical interlingua to be targetted at a computer-based veri�cationsystem, then the claim that an interlingua will be much less clear (for such anagent) is not obvious. And, while the example is plausible from the point ofview of human agents, a uni�ed representation of our three types of informationabout circuit design is still conceivable, despite our not having developed it yet.Lets assume that the claim is that the semantics of an interlingual systemis less clear for humans than a corresponding non-interlingual system. Thisclaim is plausible if what is being compared is the semantics of the interlingualsystem with the semantics of each surface system separately. But this is reallylike comparing apples with toothpicks. To make a fair comparison, we need tocompare the semantics of the interlingual system with the \semantical sum"of the constituent systems in the non-interlingual case. This is much moredi�cult, since we have no clear de�nition about the \semantical sum". Themost generous reading of this notion is something like the maximumcomplexityof the constituent systems, but we believe that the clarity claim fails even forsuch a notion.We again appeal to the problem of circuit design. We can imagine a hetero-geneous system in which each individual surface system is designed speci�callyto facilitate reasoning about a di�erent type of high-level component: 
oat-ing point dividers, timers, instruction pipelines, and so on. We perceive thesemantics of such objects to be very complex. At base however, all of thesecomponents are built out of a single type of object: the transistor, which has avery simple semantics. If we chose the language of transistors as our interlin-gua, then the semantics of the resulting system would certainly be very simplerelative to that of any of the surface systems, despite the small informationalgrain of the interlingua.And, reasoning about the logical behavior of a complex microprocessor byusing a transistor-level representation instead of a higher-level representationwould not necessarily be simpler, even though the semantics of the former rep-resentation is clearer in our sense than that of the latter. This is because thedescription of such a device at the transistor level must be much more detailedthan at the higher level. As a psychological matter, we might still prefer to beable to reason with a representation with complex semantics than with a simplesemantics because of the bene�ts of modularity and abstraction that this repre-sentation allows. A computer, on the other hand, is often more easily designedto work with representations with simple, uniform semantics.The conclusion of this discussion, therefore, is that while the semantics ofan interlingua may be more complex than the individual representation systemsbetween which it mediates, this is not necessarily the case. Further, the increasein complexitymay or may not be a good thing, depending on the reasoning agentand context.



Barker-Plummer and Greaves 197 Proof TheoryAnother important feature of heterogeneous reasoning system is the complex-ity of performing inference within the system. Di�erent representations of thesame domain will make di�erent features of the domain accessible, and the gen-eral question of whether a particular representation system is useful is thereforelinked to the identi�cation of a class of inferences that are likely to be per-formed, as well as the computational properties of the representation per se.Simply put, a useful representation has to match well with the reasoning con-text and the problems to be solved. So, parallel to the question of whetherthe semantics of the representation is clear, the ability to perform inference us-ing a representation is dependent on the the abilities of observer. Whether aparticular representation makes inference easier depends on who is doing theinference. Di�erent perceptual abilities on the part of observers may make asingle representation good for one and bad for another. See, for example, thework reported in [8], on individual di�erences in the use of Hyperproof.It seems to us that this issue is the one which designers of intelligentmultime-dia systems should pay the most attention. The e�ciency with which inferencemay be carried out by the computer will at least in part determine the usabilityof the resulting program. The choice of architecture within which to performreasoning tasks is most visible to the user at this point.7.1 Hyperproof and Homomorphic RepresentationsThe Hyperproof blocks world diagrams make it convenient for humans to reasonabout, for example, the Adjoins relation. In Hyperproof, a block x adjoinsanother block y if x is located on a square which shares a side with the squareupon which y stands. Adjoins is a symmetric relation, as is immediately obviousto a human observer employing Hyperproof's diagrammatic representation. Notonly is this property of the Adjoins relation made obvious, but it is impossibleto diagrammatically represent a situation in which block a adjoins block b, butblock b does not adjoin block a. This feature of the representation not onlyfacilitates the inference that Adjoins is symmetric, but almost forces it. On theother hand, the sentential representational system of Hyperproof's HRS does nothave this feature. One can assume Adjoins(a; b) as a hypothesis of the proof,but in order to infer Adjoins(b; a) one would additionally need a (linguistically-stated) axiom asserting the symmetry of the relation.In a paradigmatically interlingual implementation of Hyperproof, we mightadopt an interlingua which is based on an extension of the existing sententialsystem. But doing this would require that inference concerning the Adjoinsrelation which the graphical representation computes \automatically" would



20 Architectures For Heterogeneous Reasoningbe made explicit in the interlingua. This would appear to argue against theadoption of a sentential interlingua for Hyperproof on the grounds of what weare calling proof theoretic e�ciency.7.2 GranularityIn the light of the Hyperproof example above, the claim that an interlingualsystem necessarily decreases e�ciency looks appealing. We believe that thisappeal rests on two assumptions:1. That the \grain size" of the information represented in the interlinguais no bigger than the \grain size" of the information represented in thesurface systems. This is likely because the interlingua must be capableof representing any information which is representable in any surface sys-tems.2. That the \grain size" of inference within the interlingua will also be thesmallest of the grain sizes of inference within the surface representationsystems7. This is likely because the interlingua must be capable of repre-senting any inference which is representable in any surface system.If these assumptions were correct, an argument against the utility of theinterlingual system would rest, �rst, on the observation that the space of possibleinferences in the interlingua must be larger than that of the space of inferencesin each of the surface representations, and second, that this increase in searchspace would lead to a more complex and time-consuming search for appropriatechains of inference when reasoning with the system.We �nd the �rst of these assumptions unremarkable, but the second prob-lematic. The intuition behind this assumption is that the interlingua must beable to validate all of the inferences possible in and between each of the surfacesystems, and this is true. But, there is nothing to prevent the interlingua frommaking use of inference rules which also make large inferential jumps. In fact, wesee this as likely, since the interlingua represents \all in one place" informationpreviously distributed among di�erent surface representation systems.As an example of how this might work, consider a heterogeneous reasoningsystem in which there are a family of surface representation systems, each ofwhich is capable of representing exactly two propositions: system n being ableto represent propositions Pn and Pn+1. Imagine further that Pn `n Pn+1 ineach system n. To infer the theorem of the heterogeneous system P0 `H Pi+1,7We do not have a precise formalization of the notion of \grain size", either of informationor of inference, relying on the readers intuition.
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Pi+1Figure 8: Non-Interlingual Approachit would be necessary to start in system 0, with P0 make a single inference inthat system, translate the result into the next system, and iterate this processuntil system i is reached (see �gure 8). Each inference step involves one inferenceand a translation of the new information into another system.For such a heterogeneous system (which might be considered pathological,but which is certainly plausible) an interlingual system could be arranged toallow more e�cient inference. Since the interlingual representation may repre-sent all of the propositions Pk, we can deduce P0 ` Pi through exactly the samechain of inferences without incurring the overhead of translating between them(although of course we have to translate P0 into the interlingua, and Pi from it).The heterogeneous system will be more e�cient, ceteris paribus, since it avoidsthe plethora of translation steps necessary in the non-interlingual system (see�gure 9).An additional advantage is potentially available in the interlingual case, andthat is that inference rules may exist which allow the inference of Pi+1 fromP0 without going through the intermediate steps. This is possible because P0and Pi+1 are both expressible in the interlingua, while in the non-interlingualcase, the proof must proceed via the intermediate steps, because none of theintervening representation systems are capable of representing information fromother non-neighboring systems.7.3 ModularityAnother possible argument in favor of non-interlingual heterogeneous reasoningsystems is that such systems allows modularity in proofs. We observe that itis possible to focus on one of the surface systems to draw necessary conclusionswhich might serve as milestones in the overall proof, and only when milestonesare reached might we want to concern ourselves with information expressed inother systems. We can therefore separate di�erent subtasks within a larger proof
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P0 P1 Pi+1Figure 9: Interlingual Approachby attending to information expressed in di�erent systems at di�erent times.This e�ciency is obtained by allowing control over the \exporting" of resultsfrom one system to another. As an example, we can imagine representing theinitial hypotheses of a Hyperproof proof in the diagram, reasoning entirely withinthis representation, and then using the Observe rule to infer some new formulae.The proof may then proceed by inference within the sentential system, until a�nal result is obtained. This division of a single proof into sequences of infer-ences within a representation system with transitions between representationsseparating the sequences may be repeated many times within any individualproof.There appear to be a couple of advantages in adopting a strategy like this ina heterogeneous reasoning system: there may be a psychological advantage, for ahuman being, in limiting attention to the consequences inferrable within a singlerepresentation system; and there may also be an advantage in being able todetermine at various points in the proof which informationwill be made availableand considered in the next part of the proof. However, whatever mechanismis used to determine when and whether to transition between representationsystems could be used in an interlingual system to make the same decisions. Forexample, the interlingua may encode information with a \tag" indicating thesurface system within which it was derived. The interlingual inference systemcould then give priority to inferences between information sharing a tag overinformation which does not. Whatever control strategy which is used to governthe search for a proof in the non-interlingual system will work just as well,in the interlingua, and this is true whether the cognitive agent is a human



Barker-Plummer and Greaves 23being or a computer system. This argument is supported by the map readingexample which we presented in section 5. Here, street and location informationrepresented in di�erent ways, although on the same map. Information in thisinterlingual representation may be tagged exactly as described; streets as redlines, signi�cant locations as black dots, and perhaps contour information asthin black curves, and so on.7.4 Custom Inference RulesA �nal argument in favor of interlingu� which seems appealing at �rst sightbut which is questionable on closer examination is the idea that in surfacerepresentation systems we can make use of custom inference rules which aretailored to the individual representation in such a way as to make them easyfor the agent to apply. This is true, of course, but the jump to believing thatthis advantage is necessarily lost when an interlingual system is adopted isquestionable.The map example which we cited in section 5, in which the surface systemsare site locations in one system and street connectivity in the other, speaks tothis feature of the system. There, we proposed the adoption of the combinedmap representation of this information as an interlingua. In this case the in-terlingua supports operators which are particularly suited for human use, asevidenced by the facility with which most of us can use maps. Thus, it seemsthat there is nothing about the intrinsic nature of an interlingua which necessar-ily entails that custom operators which facilitate relevant inferences cannot beused in an interlingua. This is obvious once it is recognized that an interlinguais just a representation system, like any other, which has a special role in anHRS.8 ConclusionWe have done two things in this paper. First we de�ned formally the notionof heterogeneous reasoning system. We argued that an understanding of howwe reason with information presented to us in a variety of notations is a nec-essary prerequisite to the design of e�ective multimedia applications for whichthe technological resources are becoming available. We presented some exam-ples of heterogeneous reasoning systems in everyday use, and suggested thatthese might form the focus of an investigation of the general properties of suchsystems.We also identi�ed a number of interesting points in the space of possibleheterogeneous reasoning systems. Systems with these more specialized prop-



24 Architectures For Heterogeneous Reasoningerties seem to us to be worthy of signi�cant investigation. Among these morespecialized heterogeneous reasoning systems are the conversion HRS, in whichheterogeneous inference may essentially be used simply to convert informationfrom one representation to another, and interlingual heterogeneous reasoningsystems, in which there is a distinguished representation capable of representingall of the information which is representable in the other surface systems. Thenotion of paradigmatically interlingual heterogeneous reasoning system seems tous to be particularly important, since these systems allow system designers tosidestep most of the problem of reasoning with heterogeneous information bytranslating it all into a common form. Objections have been raised to thisapproach, and the bulk of the second half of this paper is devoted to the exam-ination of these objections.We believe that in practice, when considering human beings reasoning withinformation presented in special-purpose representation systems designed for ouruse, the use of interlingu� is probably inappropriate. On the other hand, weconclude that there is no a priori reason to suppose that this is true as a generalmatter. Just as the same logical properties can be implemented interlinguallyor non-interlingually, the same computational properties may also be availablein the interlingual and non-interlingual cases. The main reason that interlinguaseem not to be intuitively useful is that we have developed a wide range of surfacerepresentation systems which are particularly suited to the problems which weintend them to solve. The use of an interlingua for these representations isnot likely to preserve these properties, and so it is often ill-advised to adoptthis approach. However, this does not mean that the use of an interlingua isundesirable per se, but rather that given well-designed surface representationsystems, like the examples cited by Barwise and Etchemendy, the use of aninterlingua would not generally improve upon these systems.We should discourage the use of interlingua only when we are con�dent thatthe representation systems which we are currently using have all the proper-ties that we are likely to desire. Due to the evolving nature of notations, itseems unlikely that we will ever know that any particular notation that we haveadopted is in fact optimal. In our map example above (section 5), we asked theuser to imagine navigating with a map without place names marked, used incombination with a table of place, coordinate position pairs. All of the requiredinformation is available via such a joint representation, but this is not perceivedto be as useful as a conventional map. After discovering the utility of notatingthe place names on the map, such a representation would not be classed as aninterlingua for long. Since it is e�ective for human use, we would imagine thatthe new representation system would replace the original collection of surfacesystems, and itself become a surface system in general use. The promotion ofan e�ective interlingua to a surface system may well be part of the evolutionof notation for a particular domain. This claim seems to us to be amenable tohistorical con�rmation.
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