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Fig. 11. Left: original image. Middle: Grey level caricature basedon the TW strategy. Right: Grey level caricature based on theCTW strategy6
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Fig. 4. TOP. The male (left) and female (right) prototype as synthe-sized by the HyperBF Networks with movable center and metric.The darker the feature, the more important it is according to thecorresponding entries in the diagonal metric W BOTTOM. Theaverage male (left) and female (right) face.

Fig. 5. Typical stimuli used in the psychophysical experiments ofhuman gender classi�cation
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used HyperBF scheme, is then more recognizable than a veridi-cal description: the activation of each single unit is maximalwhen the input corresponds to its center, which has been foundto be a caricature of the represented person.During the training each network is able to emphasize thedistinctive features in two di�erent, complementary ways:� by moving the center;� by changing the metric.The HyperBF networks used in the recognition task can thenbe considered as a memory representation where the distinc-tive features are exaggerated (creation of a caricature) and se-lectively weighted (adaptive metric). As can seen in Table 3,where the experimental results are reported, the best perfor-mances are obtained when both representational mechanismsare used. Analysis of the separation of the classes shows thatthe ratio of the average intra-class dispersion over the inter-class dispersion is (slightly) improved when centers are allowedto change. 4. ConclusionTwo important tasks related to face perception have been in-vestigated with the use of the HyperBF technique. The input ofthe networks, a low dimensionality vector, proved su�cient forobtaining good performance in both tasks. The networks usedfor the investigated visual tasks exhibited the phenomenon ofcaricaturing by detecting and emphasizing discriminating fea-tures. The caricatural e�ect is quantitatively comparable withthe results of available psychophisical data, consistently withthe hypothesis that strategies of the same broad type may beused by our visual system for gender classi�cation and identi�-cation. References[1] T. Poggio and L. Stringa. A Project for an Intelligent System: Visionand Learning. Internation Journal of Quantum Chemistry, 42:727{739, 1992.[2] G. Cottrell and M. Fleming. Face recognition using unsupervisedfeature extraction. In Proceedings of the International Neural Net-work Conference, 1990.[3] B. A. Golomb, D. T. Lawrence, and T. J. Sejnowski. Sexnet: Aneural network identi�es sex from human faces. In Advances inNeural Information Processing Systems 3, pages 572{577, 1991.[4] H. Bourlard and Y. Kamp. Auto-association by multilayer per-ceptrons and singular value decomposition. Biological Cybernetics,59(4/5):291{294, 1988.[5] M. Kirby and L. Sirovich. Application of the Karhunen-Loeve proce-dure for the characterization of human faces. IEEE Transactions onPattern Analysis and Machine Intelligence, 12(1):103{108, 1990.[6] M. Turk and A. Pentland. Eigenfaces for recognition. TechnicalReport 154, MIT Media Lab Vision and Modeling Group, 1990.[7] T. Poggio. A Theory of How the Brain Might Work, volume LVof Cold Spring Harbor Symposia on Quantitative Biology, pages899{909. Cold Spring Harbor Laboratory Press, 1990.[8] R. Brunelli and T. Poggio. Face Recognition: Features versus Tem-plates. Technical Report 9110-04, I.R.S.T, 1991. to appear on IEEETrans. on PAMI.[9] L. Stringa. Eyes Detection for Face Recognition. Technical Report9203-07, I.R.S.T, 1991. to appear on Applied Arti�cial Intelligence.[10] T. Poggio and F. Girosi. A theory of networks for approximationand learning. A.I. Memo No. 1140, Massachusetts Institute of Tech-nology, 1989.[11] C. A. Micchelli. Interpolation of scattered data: Distance matricesand conditionally positive de�nite functions. Constr. Approx, 2:11{22, 1986.[12] T. Poggio and F. Girosi. Networks for Approximation and Learning.In Proc. of the IEEE, Vol. 78, pages 1481{1497, 1990.[13] R. Brunelli and T. Poggio. HyperBF Networks for Gender Classi-�cation. In Proc. DARPA Image Understanding Workshop, pages311{314, 1992.[14] Martin Bichsel. Strategies of Robust Object Recognition for theIdenti�cation of Human Faces. PhD thesis, Eidgenossischen Tech-nischen Hochschule, Zurich, 1991.[15] L. Stringa. Automatic Face Recognition using Directional Deriva-tives. Technical Report 9205-04, I.R.S.T, 1991.

[16] R. J. Baron. Mechanisms of human facial recognition. InternationalJournal of Man Machine Studies, 15:137{178, 1981.[17] S. E. Brennan. Caricature generator. Unpublished Thesis, MIT,1982.[18] G. Rhodes, S. E. Brennan, and S. Carey. Identi�cation and ratings ofcaricatures: implications for mental representations of faces. Cogn.Psychol., 19:473{497, 1987.[19] P. J. Benson and D. I. Perret. Perception and recognition of photo-graphic quality facial caricatures: implications for the recognition ofnatural image. Cogn. Psychol., 1991.
Fig. 1. Geometrical features (white) used in the face recognitionexperiments
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3. RecognitionA major task related to face perception is that of identi�ca-tion. People are usually believed to be very good at this task,but human ability may well have been overestimated (at leastwhen an impoverished stimulus is presented) as pointed out inthe previous discussion on gender classi�cation. In this sectionwe will illustrate the properties of a set of HyperBF networksthat use geometrical features as inputs and are trained to iden-tify people. As we discuss in a separate paper [8], it seemsthat better performance in this speci�c task can be achieved byschemes (see for instance [14], [15], [8], [16] that use templatesrather than geometric features. HyperBF networks could alsoaccept as inputs pixel values instead than geometrical featuresbut it is unlikely that they will perform better than traditionalclassi�ers for these inputs. It is not impossible, however, thatgeometric-like features may be used by our visual system in thetask of face recognition.The data used here to represent a face have a dimension-ality higher than those used for the gender classi�cation task,amounting to 35 features (some information on eyebrows wasadded and no simmetrization was used). The paradigm under-lying the structure of the networks is that of the grandmotherneuron: a single gaussian function (the neuron) is used to rep-resent a single person. Identifying a person is then reduced tosomething very similar to accessing a look-up table: computa-tion is, in a sense, replaced by memory.The number of HyperBF networks necessary for identi�cationequals the number of people to be recognized (in our case 47).Each network has a very simple structure: a single gaussian unittaking its input from a small number of data channels (the coor-dinates of the geometrical description). As previously observed,the center of the Gaussian function represents the prototype ofthe person it describes (the grandmother). Each network un-dergoes a competitive learning stage, during which the weightsof the di�erent features and the prototypes are changed to max-imize the response of the neuron to inputs corresponding to theperson it represents. Recognition is based on a winner takeall strategy: the person is identi�ed as the one represented bythe neuron with the maximum response. The resulting networkstructure is similar to the one used for gender classi�cation:there is one module for each class (person) to be discriminated.Let us briey explain how the training has been realized.Each simpli�ed neuron can represented by:� the maximum response (the coe�cient c);� the prototype (the vector t in R35);� the strength of the connections (the diagonal metric W ).It is necessary to provide an adequate number of examples totrain the networks. As only 4 examples were available per per-son, a set of 50 vectors per person was generated using a gaus-sian distribution centered on the average of the available ex-amples (of the given person) and with deviations correspondingto the average deviation on each single coordinate as estimatedfrom the complete database:�i = 1N NXk=1 �ki (8)with index k representing the di�erent people in the data base(bootstrapping). The performance of the network was then as-sessed using as testing data the available examples (which, weremark, were not explicitly used in the learning stage). Dif-ferent experiments were done using di�erent training strategies(i.e. using di�erent sets of movable parameters: T for centers,W for metric). At the beginning of the training phase the center

Learning Recogn. (%) Rank Car. e�ect (%)- 95 0.42 -T 95 0.40 1W 95 0.17 -TW 96 0.15 13CTW 96 0.20 98TABLE IIPerformance and caricatural effects for the testedHyperBF Networkswas set to the average vector while the diagonal metric was setto the inverse variance of the vectors describing the known peo-ple. Performance has been measured using two di�erent scores:� percentage of correct recognition;� average rank of the correct target in the neurons activationlist (0 corresponds to correct recognition).which are reported in Table 3.It is interesting to investigate the e�ect that the trainingphase has on the prototypes of each of the classes. Denote withfi the vector representing the face of person i and with < f >the average face vector on the available database. The vectorfrom < f > to fi identi�es a caricatural axis with origin at fi: ifwe consider a point on this axis lying on the positive semi axis,we can call it a caricature while a point on the segment from< f > to fi could be called an anticaricature (see [17] and Fig.7).The percentual caricatural e�ect i can then be de�ned as:i = � � ĉj�j (9)where � = Fi � fi� = fi� < f >ĉ = �j�jand Fi is the stored representation of the i-th face (the centerof the corresponding unit).According to the work of [18] and [19], recognition of familiarfaces may rely on a memory representation where the deviationsfrom average are considered. As caricatures are representationsexaggerating distintictive features they could be a way of re-alizing such a memory representation. This could also explainthe fact that caricatures might activate memory representationsmore e�ciently than veridical representations. It is then natu-ral to check whether the HyperBF networks show a similar be-haviour. Using this de�nition of caricature the average amountof caricatural e�ect exhibited by the trained networks has beencomputed for the di�erent strategies. Analysis of the resultingdata shows close agreement between the TW strategy and theexperimental data of [18]: gaussian centers are moved along thecaricatural line by the amount reported in the psychophysicalexperiments2 (see Fig. 11 for the grey level reproduction ofthe synthesized caricatures). A caricatural stimulus, within the2All of the individual faces in the data base were found to be caricatu-rated when using the TW strategy. This was not the case with the otherstrategies. Learning by modifying only the expansion center did not showa signi�cant caricatural e�ect while learning using all of the availableparameters showed extreme caricatural deformations3



A scalar function can be approximated, given the values ittakes on a sparse set of points fxig, by an expansion in radialfunctions: F (x) = NXi=1 ciG(k x� xi k) (1)where k � k represents the usual Euclidean norm. The compu-tation of the coe�cients ci rests on the invertibility of matrixHij = G(k �xi � �xj k) which has been proved (see [11]) forfunctions such as:G(r) = e�(rc )2 (2)G(r) = (c2 + r2)�; � < 1 (3)It is possible to use fewer radial functions than examples,i.e. data points. The resulting overconstrained system can besolved using a least square approach under the conditions ofMichelli's theorem and proves to be useful when many examplesare available [10]. Poggio and Girosi [12] have shown that theRBF technique is a special case of the regularization approachto the approximation of multivariate functions. From a moregeneral formulation of the variational problem of regularizationthey derive the following approximation scheme, instead of Eq.1: f�(x) = nX�=1 c�G(kx� t�k2W ) + p(x) (4)where the parameters t�, which we call \centers," and the coef-�cients c� are unknown, and are in general fewer than the datapoints (n � N). The term p(x) is a polynomial that dependson the smoothness assumptions. In many cases, it is convenientto include up to the constant and linear terms. The norm is aweighted normk(x� t�)k2W = (x� t�)TWTW (x� t�) (5)where W is an unknown square matrix and the superscript Tindicates the transpose operator. In the simple case of diago-nal W the diagonal elements wi assign a speci�c weight to eachinput coordinate, determining in fact the units of measure andthe importance of each sensory input. In this formulation thelearning stage is used to estimate not only the coe�cients ofthe RBF expansion, but also the metric (problem dependent di-mensionality reduction) and the position of the centers (optimalexamples selection).Consider a classi�cation task in which the function range isrepresented by the closed interval [0; 1]. The value of the func-tion can be interpreted as a fuzzy predicate. If a gaussian func-tion is used the center of expansion is the only point at whichthe predicate assumes value 1: it can be e�ectively interpretedas a prototype (notice that the use of HyperBF Networks forclassi�cation is directly related to Bayes estimation [10]).Using a geometrical vector as input, gender classi�cation hasbeen attempted using the network represented in Fig. 2. Thenetwork is required to output 1 for a vector corresponding toa male and �1 for a vector corresponding to a female. Thesigmoid logistic nonlinearity � at the output is used to be con-sistent with the fuzzy classi�cation paradigm: the sign of thenetwork output is used for classi�cation while the absolute valueis related to the strength of the assertion. The expansion cen-ters are initially set to the average male and female vectors whilethe coe�cients are set to 1 and �1 respectively. The error min-imized in the training phase was the following:

� = E + 1Nvuut NXi=1 (yi � �( 2Xj=1 cjG(k xi � tj kW )))2 (6)where E represents the percentual classi�cation error on thelearning set and: �(x) = 1� e�2x1 + e2x (7)is the sigmoid function. It is interesting to note the networkis able to create meaningful prototypes of the classes it repre-sents. As can be seen in Figure 4 the expansion centers, whichare vectors with components free to move during the \learning"process, have converged at the end of the training phase to whatcould be considered a caricature of a (fe)male face1. It does notcorrespond to the average value on the separate subsets: it em-phasizes the discriminating features. The learning stage is alsoable to change the metric to account for the di�erent weightand signi�cance of the di�erent features: inspection of the met-ric shows that only a small subset of the available features isused (mainly eyebrows and mouth information followed by noseand lower chin data).The database used for the classi�cation experiments com-prised 168 vectors equally distributed over 21 males and 21 fe-males. Two di�erent performances were measured:� on the vectors of the training set (92% correct);� on faces of people not represented in the training set (87:5%correct)The performance has been estimated with a leave-one-out strat-egy. Having n available data sets (one per preson), training wasdone on the �rst n� 1 data sets leaving the last one for testing.The data sets were then rotated, so that each of them was usedin turn as a testing set. The performance (87:5% correct) wasestimated by taking the percentage of correct gender assessmenton the resulting tests.Human performance in such classi�cation tasks (as well asrecognition) is widely believed to be nearly perfect. To assessthe actual ability of people in gender classi�cation we have per-formed some informal psycophysical experiments using as stim-ulation pattern a grey level image of the face from which thelocal average was subtracted (to make the di�erent images assimilar as possible). Residual facial hair was masked out (seeFig. 5).The database of stimuli was then presented one image af-ter another on a computer screen and the subject was asked topress M for male and F for female without any time constraint.The results were surprinsing. An average score of 90% correctclassi�cation (on 17 subjects some of which familiar with a largesubset of the people represented in the database). Classi�cationperformance was not impaired, apparently, by the lack of famil-iarity with the database people. Informal chat with some of thesubjects revealed that, at least consciously, eyebrow informationwas considered to be the most discriminating.Notice that no hair information has been used, both in our hu-man and our computer gender classi�cation experiments. Thismust be taken into careful account if these results are to becompared with other experiments reported in literature (see forexample [3], where images included limited hair information)and also with the more recent results by Stringa.1The caricatures we present here are somehow di�erent from the onespublished in a previous work [13] due to the di�erent network structure.2



Caricatural E�ects in Automated Face PerceptionR. Brunelli1, T. Poggio2;11 Istituto per la Ricerca Scienti�ca e TecnologicaI-38050 Povo, Trento, ITALY2Arti�cial Intelligence LaboratoryMassachusetts Institute of TechnologyCambridge, Massachusetts 02139, USAAbstract|This paper analyzes properties of a certain classof approximation techniques { HyperBF networks { in faceperception tasks. The problem of gender classi�cation andidenti�cation is addressed using a geometrical descriptionof faces, extracted automatically from digitized pictures offrontal views of people without facial hair. The HyperBFnetworks perform satisfactorily on the classi�cation tasksand exhibit the phenomenon of caricaturing, previously re-ported in psychophysical experiments.1. IntroductionFaces allow people to establish, among other things, the gen-der of a person, his (her) age, his (her) identity and, to a certainextent, emotions. In the current paper we address the tasks ofgender classi�cation and recognition. The work was done withinMAIA, the integrated AI project under development at IRST,which aims to develop a face recognition system as one of itscomponents ([1]). We will show that limited geometrical in-formation may account for correct sex attribution and peopleidenti�cation.There are two main strategies for face recognition (and forobject recognition in general): feature comparison and tem-plate matching. The former relies on a set of selected featureswhich must be computed from an available image while the lat-ter directly compares the appearance of a given instance with areference image by means of a suitable metric. The �rst strat-egy, when feasible, works with a compact representation of theobjects to be matched which are usually represented by low (ascompared to the number of pixels of a template) dimensionalvectors. The set of features used for recognition or classi�cationis critical as it must capture the discriminating ones and giveto each of them the correct weight.In some recent work [2], [3] the problem of face recognitionand gender classi�cation has been approached using the internalrepresentation of a compression network serving as unsuper-vised feature extractor and a (smaller) classi�cation networkthat takes as inputs the extracted features. Recent theoreti-cal results [4] show that the internal representation of such anetwork is closely related to a Karhunen-Loewe expansion (seealso [5], [6]) so that the work of Cottrell et al. should prob-ably be considered in the template matching category. Morerecently a remarkably simple approach based on average tem-plates has achieved very high performance on the same database (the only di�erence being that some information abouthairs was present) used in this paper (Stringa, pers. com.),consistently with unpublished results obtained by linear �ltering(T. Sejnowski, pers. com.). In our paper we show how limitedgeometrical information (see Fig. 1 for the set of features) cangive reasonable performance and possibly provide some insightinto human mechanisms (see also [7]).

Nr. Feature1 pupil to nose vertical distance2 pupil to mouth vertical distance3 pupil to chin vertical distance4 nose width5 mouth width6 zygomatic breadth7 bigonial breadth8-13 chin radii14 mouth height15 upper lip thickness16 lower lip thickness17 pupil to eyebrow separation18 eyebrow thicknessTABLE IFeature description2. Gender ClassificationThe inspection of a face allows us to establish, usually withoutmuch e�ort, the gender of the person we are looking at. Itseems natural to mimic this ability with a computer program.The experiment we did is based on the use of a geometricalfeature vector. In fact, the same vector extracted for recognitionpurposes in a previous paper [8] was used (see Table 2 andFig. 1). The only di�erence is that the face description hasbeen symmetrized (left and right eyebrow and chin informationhas been averaged) thereby reducing the dimensionality of thevector.All of the features have been extracted automatically, fromimages whose rotation and scale was previously normalized byautomatically locating eyes (we used the technique described in[8]; another, faster eye detector has been recently demonstratedby [9]). The paradigm we used is that of learning from exam-ples, where a system learns to discriminate between males andfemales given a su�cient number of examples. The system weused is based on a classi�er called Hyper Basis Function Net-work (see [10]).Learning from examples can be regarded, whenever the in-puts and output are expressible as numerical vectors, as thereconstruction of an unknown function from sparse data. Fromthis point of view learning is equivalent to function approxima-tion. Hyper Basis Function Networks are a tool for multivari-ate function approximation that we will briey describe in thefollowing before describing its application to the gender classi-�cation problem.Radial Basis Functions can be regarded as a special case ofRegularization Networks introduced in [10] as a general approx-imation technique that can be used in problems of learning fromexamples.


