
Performance Evaluation of Smoothing Algorithms forTransmitting Prerecorded Variable-Bit-Rate Video�Wu-chi FengComputer and Information SciencesOhio State UniversityColumbus, OH 43210wuchi@cis.ohio-state.edu Jennifer RexfordNetworking and Distributed SystemsAT&T Labs ResearchMurray Hill, NJ 07974jrex@research.att.comAbstractThe transfer of prerecorded, compressed video requires multimedia services to support largeuctuations in bandwidth requirements on multiple time scales. Bandwidth smoothing techniquescan reduce the burstiness of a variable-bit-rate stream by prefetching data at a series of �xed rates,simplifying the allocation of resources in video servers and the communication network. Given a�xed client-side prefetch bu�er, several bandwidth smoothing algorithms have been introduced thatare provably optimal under certain constraints. This paper presents a comprehensive performanceevaluation of bandwidth smoothing algorithms, based on a collection of metrics that relate directlyto the server, network, and client resources necessary for the transmission, transport, and playbackof prerecorded video. Due to the scarcity of available trace data, we have constructed a videocapture testbed and generated a collection of twenty full-length, motion-JPEG encoded video clips.Using these video traces and a range of client bu�er sizes, we investigate the interplay between theperformance metrics through simulation experiments. The results highlight the unique strengthsand weaknesses of each bandwidth smoothing algorithmand pinpoint promising directions for futureresearch.1 IntroductionMany emerging multimedia applications, such as distance learning and entertainment services, rely onthe e�cient transfer of prerecorded video. Video-on-demand servers typically store video on large, fastdisks [1{4], as shown in Figure 1; the server may also include tertiary storage, such as tapes or opticaljukeboxes, for holding less frequently requested data [5]. A network connects the video servers to theclient sites through one or more communication links. The network can help ensure the continuousdelivery of the video data by including support for rate or delay guarantees [6, 7], based on resourcereservation requests from the video server. Client sites include workstations and set-top boxes thathave a playback bu�er for storing one or more video frames. In this paper, we evaluate techniquesthat capitalize on this bu�er space to reduce the server and network overheads for streaming storedvideo.�An earlier version of this paper will appear in Proc. IEEE INFOCOM, April 1997.
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DisksFigure 1: Video-On-Demand Architecture: This �gure shows a basic video-on-demand architec-ture consisting of video servers, a communication network, and client sites. Possible clients includeworkstations and set-top boxes that contain hardware to interact with the network and a disk (orRAM) that serves as a playback bu�er.E�ective compression algorithms, such as MPEG [8] and JPEG [9], can substantially reduce theresource requirements for storing and transmitting video streams. However, compressed video traf-�c typically exhibits signi�cant burstiness on multiple time scales, due to the frame structure of thecompression algorithm as well as natural variations within and between scenes [10{15]. This bursty,variable-bit-rate tra�c complicates the e�ort to allocate server and network resources to ensure con-tinuous playback at the client sites. To reduce the burstiness of the tra�c, stored-video applicationscan capitalize on the a priori knowledge of the frame sizes in the compressed video stream. In partic-ular, the server can smooth the stream by prefetching video frames into the client playback bu�er inadvance of each burst.By initiating transmission early, the server can send large frames at a slower rate without disruptingthe client application. The client system can then retrieve, decode, and display frames at the streamframe rate. The potential bene�t of prefetching depends on the size b of the client bu�er. The servermust limit the amount of prefetching to prevent overow of this bu�er; however, to avoid underow,the server should transmit enough data to allow the client to drain its bu�er at the frame displayrate. Given the frame lengths fi and the bu�er size b, a bandwidth smoothing algorithm generates atransmission plan consisting of m constant-bit-rate runs that avoid both underow and overow ofthe client bu�er [16{21]. For a reasonable client bu�er size, bandwidth smoothing can create a serverplan with a fairly small number of runs and a signi�cant reduction in both the peak and standarddeviation of the transmission rates.In response to the increasing interest in stored video services, several smoothing algorithms havebeen introduced during the past few years. These algorithms produce transmission plans with di-verse performance characteristics, depending on what metrics they attempt to optimize. This paper2



presents a comprehensive comparison of bandwidth smoothing algorithms, based on a collection ofperformance metrics that relate directly to the complexity of the transmission, transport, and play-back of prerecorded variable-bit-rate video. Speci�cally, we evaluate six algorithms that create plansthat� minimize the number of bandwidth increases [16],� minimize the total number of bandwidth changes [17],� minimize the variability of the bandwidth requirements [18],� minimize the utilization of the prefetch bu�er [19],� consist of periodic bandwidth runs [20],� minimize cost metrics through dynamic programming [21]An e�ective comparison of these algorithms requires experiments that evaluate a wide range of videotraces and client bu�er sizes.For an extensive performance evaluation, we have generated a library of twenty full-length, constant-quality video clips1, digitized using a PC-based, motion-JPEG video capture testbed, as described inSection 2. Section 3 describes the six bandwidth smoothing algorithms, with an emphasis on how theystrive to optimize speci�c performance metrics. Drawing on the motion-JPEG video traces, Section 4compares the smoothing algorithms and investigates the subtle interplay between �ve performancemetrics� peak bandwidth requirement� variability of transmission rates� number of rate changes� variability of run lengths� client bu�er utilizationthat relate directly to the server, network, and client resources required for transmitting the smoothedvideo stream. In addition to evaluating the bandwidth smoothing algorithms, these experiments alsohighlight unique properties of the underlying video clips. These results motivate several possibledirections for future research on the e�cient transmission of prerecorded variable-bit-rate video, asdiscussed in Section 5.1The video traces are available on the web at http://www.cis.ohio-state.edu/�wuchi/Video/index.html.3



2 Compressed Video SourcesAn e�ective comparison of bandwidth smoothing algorithms requires a large collection of video tracedata to represent the diverse tra�c in emerging multimedia services. However, most studies of videotransmission techniques evaluate a small number of compressed video clips, due to the scarcity ofpublicly-available traces. To facilitate a more comprehensive evaluation of the smoothing algorithms,we have generated a library of full-length, motion-JPEG encoded video traces [22,23].2.1 Video Capture TestbedE�ciently gathering large amounts of video trace data requires hardware support for video compres-sion. The video capture testbed consists of a Pioneer Laser Disc player, a MiroVideo DC1tv captureboard, and a Pentium-90 processor with 32 megabytes of memory. The MiroVideo Capture boardis a motion-JPEG compression board containing the C-Cube Microsystems' motion-JPEG chip, theCL550. The motion-JPEG algorithm compresses each video frame using the JPEG still-picture stan-dard [9]. The MiroVideo board digitizes the frames at 640� 480 pixels and then subsamples them to320� 240 pixels with guaranteed VHS picture quality. By setting options on this board, the testbedcan vary the quality factor used in compressing the video encoding. In particular, the overall picturequality can be changed by scaling the quantization levels for the frequency components produced bythe DCT (discrete cosine transform) in the JPEG encoding algorithm. While the quality factor canbe adjusted, each sequence that is captured must have a �xed quality factor, resulting in the burstyvariable-bit-rate video sources.Since motion-JPEG compresses each video frame independently, the traces do not capture thee�ects of inter-frame dependencies that would exist in MPEG-encoded streams [8, 15]. For a typicalvideo source, a MPEG encoding would have smaller average frame sizes and larger short-term bursti-ness, due the mixture of interpolated (I), predictive (P), and bidirectional (B) frames. A video servercould limit the e�ects of this short-term variation through modest prefetching into a small client bu�er.Consequently, the relative performance of bandwidth smoothing algorithms is more sensitive to themedium-term and long-term burstiness in the underlying video stream, particularly for a larger clientbu�er. Since a real-time MPEG encoder would not signi�cantly a�ect the performance trends, exceptperhaps under small bu�er sizes, the testbed employs the (order of magnitude) cheaper hardware thatproduces constant-quality, full-length, motion-JPEG video streams.4



Resources Frame SizesSize Time Rate Avg Max Min Std(GB) (min) (Mbps) (bytes) (bytes) (bytes) (bytes)Beauty and the Beast 1.82 80 3.04 12661 30367 2701 3580Big 2.26 102 2.96 12346 23485 1503 2366Crocodile Dundee 1.82 94 2.59 10773 19439 1263 2336E.T. (quality 75) 1.24 110 1.51 6305 14269 1511 1840E.T. (quality 90) 1.78 110 2.17 9022 19961 2333 2574E.T. (quality 100) 3.11 110 3.78 15749 30553 6827 3294Home Alone 2 2.35 115 2.73 11383 22009 3583 2480Honey, I Blew Up the Kid 2.12 85 3.32 13836 23291 3789 3183Hot Shots 2 1.92 84 3.06 12766 29933 3379 3240Jurassic Park 2.50 122 2.73 11363 23883 1267 3252Junior 2.71 107 3.36 14013 25119 1197 3188NCAA Final Four 1.21 41 3.95 16456 29565 2565 4138Rookie of the Year 2.22 99 2.98 12435 27877 3531 2731Seminar1 0.98 63 2.07 8604 10977 7181 592Seminar2 1.08 68 2.12 8835 12309 1103 608Seminar3 0.88 52 2.26 9426 11167 7152 690Sister Act 2.06 96 2.86 11902 24907 1457 2608Sleepless in Seattle 1.72 101 2.28 9477 16617 3207 2459Speed 2.46 110 2.97 12374 29485 2741 2707Total Recall 2.34 109 2.88 11978 24769 2741 2692Table 1: Video Movie Library Statistics: This table shows the statistics for the clips in ourvideo movie library. All sources are motion-JPEG encoded with a quality factor of 90, except for twoversions of E.T. with quality factors of 75 and 100. In total, the traces represent 31 hours of videoand 38:5 gigabytes of compressed data.2.2 Video LibraryUsing this PC-based testbed, we have constructed a video library with twenty video clips, consistingof 31 hours of video and a total of 38:5 gigabytes of motion-JPEG compressed data. A separatescript post-processes each video clip to generate a sequence of frame sizes, which drive the simulationexperiments in Section 4. The video library includes clips with di�erent lengths and subject matters,to represent the diversity of compressed video sources in emerging multimedia services. For example,the Beauty and the Beast video is an animated Walt Disney �lm that has scenes with a large numberof high-frequency components as well as scenes with large areas of constant color. The rest of themovies are a mixture of conventional entertainment with a wide range of scene content, includingdigital e�ects and animations.The library includes three versions of the �lm E.T. - The Extra Terrestrial with di�erent quan-tization levels; the quality factors of 75, 90, and 100 correspond to 0:66, 0:94, and 1:64 bits-per-pixel, respectively, in the compressed video stream. With a coarser representation of the frequency5
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Sleepless In Seattle (3 sec averages)(a) Seminar1 (b) Jurassic Park (c) Sleepless in SeattleFigure 2: Compressed Video Traces: These plots show the frame sizes, averaged over three-secondintervals, for a departmental seminar and two movies.components, the video stream has smaller average and peak frame sizes, resulting in a lower band-width requirement for transmitting and receiving the movie; for example, the movie requires 3:78megabits/second for a quality factor of 100, whereas 1:51 megabits/seconds su�ces for a quality levelof 75. The three versions of E.T. permit the simulation experiments in Section 4 to study the e�ec-tiveness of bandwidth smoothing techniques as a function of video quality. The remainder of the videotraces in Table 1 have 0:94 bits-per-pixel, which corresponds to \excellent" picture quality [9].To broaden the collection of traces, the library also includes a handful of sources from videocassette tapes. The NCAA Final Four video is a documentary describing the 1993 NCAA basketballtournament, resulting in many scenes with a large amount of detail. As a result, this trace has ahigher average bit rate than the other sources, by a fairly signi�cant margin. In addition, the libraryincludes three departmental seminars to study the e�ects of compression and bandwidth smoothingon \educational" video. These presentations were �lmed with a single, stationary camera focusing onthe screen for displaying the speaker's transparencies. This results in small bandwidth requirementsand low variation in the frame sizes relative to the other videos, as shown in Figure 2. For the seminarvideo, the trace shows that a few smaller frames occur every minute or two, corresponding to briefintervals with an empty screen, when the speaker changes transparencies. In contrast to the seminarvideos, the movies Jurassic Park and Sleepless in Seattle are more representative examples of thevideos in our library. The compressed Jurassic Park stream in Figure 2(b) exhibits fairly uniformburstiness throughout the video clip, although the �rst hour of the movie has larger frames on averagethan the second hour. The compressed Sleepless in Seattle stream exhibits larger bursts of large andsmall frames, as shown in Figure 2(c). 6



3 Bandwidth SmoothingA multimedia server can substantially reduce the rate requirements for transmitting prerecorded videoby prefetching frames into the client playback bu�er. A class of bandwidth smoothing algorithmscapitalize on a priori knowledge of the prerecorded stream to compute a server transmission schedule,based on the size of the prefetch bu�er.3.1 Overow and Underow ConstraintsA compressed video stream consists of n frames, where frame i requires fi bytes of storage. To permitcontinuous playback at the client site, the server must always transmit quickly enough to avoid bu�erunderow, where Funder(k) = kXi=0 fiindicates the amount of data consumed at the client by frame k, where k = 0; 1; : : : ; n� 1. Similarly,the client should not receive more data thanFover(k) = Funder(k) + bby frame k, to prevent overow of the playback bu�er (of size b). Consequently, any valid servertransmission plan should stay within the river outlined by these vertically equidistant functions, asshown in Figure 3(a). That is, Funder(k) � kXi=0 ci � Fover(k)where ci is the transmission rate during frame slot i of the smoothed video stream.Creating a bandwidth plan involves generatingm consecutive runs each with a constant bandwidthallocation rj and a duration tj , where time is measured in discrete frame slots; at time i the servertransmits at rate ci = rj , where slot i occurs during run j. Together, them bandwidth runs must forma monotonically-increasing, piecewise-linear path that stays between the Funder and Fover curves. Forexample, Figure 3(a) shows a plan with m=3 runs, where the second run increases the transmissionrate to avoid bu�er underow at the client prefetch bu�er; similarly, the third run decreases therate to prevent overow. Bandwidth smoothing algorithms typically select the starting point for runj + 1 based on the trajectory for run j. By extending the �xed-rate line for run j, the trajectoryeventually encounters either the underow or the overow curve, or both, requiring a change in theserver transmission rate. 7
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Speed (1 sec averages)Figure 4: Bandwidth Plans: These graphs show the transmission plans generated by four di�erentbandwidth smoothing algorithms, applied to the movie Speed and a 1 megabyte client prefetch bu�er.For the PCRTT algorithm, the graph shows the plan with the largest possible interval size that wouldnot overow a 1 megabyte bu�er.� MVBA: Instead of minimizing m, a bandwidth smoothing algorithm can strive to reduce thevariability in the rate requirements [18]; for the remainder of the paper, we refer to this approachas the minimum variability bandwidth allocation (MVBA) algorithm. To adjust to variations inthe underlying video stream, the MVBA algorithm initiates bandwidth changes at the leftmostpoint along the frontier, for both rate increases and rate decreases. As a result, an MVBAtransmission plan gradually alters the stream's rate requirement, sometimes at the expense ofa larger number of small bandwidth changes. By avoiding a binary search along the frontier,the MVBA algorithm can have a worst-case complexity of O(n2); this initial algorithm can bemodi�ed to be strictly O(n) [18].The MVBA and CBA algorithms handle bandwidth decreases in the same manner, while an CBA planmore closely resembles an MCBA plan on rate increases, as shown in Figure 3. For a given client bu�ersize, the CBA, MCBA, and MVBA bandwidth smoothing algorithms result in transmission plans thatminimize the peak bandwidth and maximize the minimum bandwidth. Still, these algorithms di�erin terms of rate variability, the frequency of rate changes, and client bu�er utilization, as discussed inSection 4.3.3 Smoothing Based on FunderGiven the di�erent starting points on the frontiers, the CBA, MCBA, and MVBA algorithms allattempt to select trajectories that extend as far as possible before reaching both the Funder and Fover9



curves. Other smoothing algorithms focus on the Funder curve in constructing a schedule; if necessary,these algorithms can iterate to compute a schedule that also satis�es the bu�er constraint b for theFover curve:� RCBS: Given a maximum bandwidth constraint r, the rate-constrained bandwidth smoothing(RCBS) algorithm generates a schedule with the smallest bu�er utilization by prefetching framesas late as possible [23]. In addition, given the rate r, this algorithm minimizes the maximumbu�er size required for the particular rate. This O(n) algorithm starts with the last frame ofthe movie and sequences backwards toward the �rst frame. Any frame that exceeds the rateconstraint is modi�ed to the maximum rate constraint and then prefetched earlier. As shown inFigure 4, the RCBS plan follows the actual data rate for the movie rather closely, particularlyfor small bu�er sizes. To minimize the peak rate requirement, as well as bu�er utilization, theRCBS algorithm �rst invokes the O(n) MVBA algorithm to determine the smallest possible peakrate for a given bu�er size; then, this rate constraint is used in computing the RCBS schedule.� PCRTT: In contrast to the four previous algorithms, the piecewise constant rate transmissionand transport (PCRTT) algorithm [20] creates bandwidth allocation plans by dividing the videostream into �xed-size intervals. This O(n) algorithm generates a single run for each intervalby connecting the intersection points on the Funder curve, as shown in Figure 5; the slopesof these lines correspond to the rates rj in the resulting transmission plan. To avoid bu�erunderow, the PCRTT scheme vertically o�sets this plan until all of the runs lie above theFunder curve. Raising the plan corresponds to introducing an initial playback delay at the clientsite; the resulting transmission curve also determines the minimum acceptable bu�er size toavoid overow given the interval size, as shown in Figure 5.� PCRTT-DP: Instead of requiring a rate change for each time interval, a recent extension tothe PCRTT algorithm employs dynamic programming (DP) to calculate a minimum-cost trans-mission plan that consists of m runs [21]. Although dynamic programming o�ers a generalframework for optimization, we focus on the bu�er size b as the cost metric to facilitate compari-son with the other smoothing algorithms. The algorithm iteratively computes the minimum-costschedule with k runs by adding a single rate changes to the best schedule with k�1 rate changes.However, an exact solution, permitting rate changes in any time slot, would introduce signi�cantcomputational complexity, particularly for full-length video traces. To reduce the computationaloverhead, a heuristic version of the algorithm [21] groups frames into intervals, as in Figure 5,when computing each candidate schedule; then, the full frame-level information is used to deter-mine how far to raise the schedule to avoid bu�er underow. This algorithm has a computationalcomplexity of O(n3).As shown in Figure 4, the resulting PCRTT-DP algorithm, using a group size of 60 frames, producesbandwidth plans that are somewhat similar to MCBA plans, since both try to limit the number ofrate changes. In contrast, the original PCRTT algorithm produces a schedule with a larger numberof short runs, since the algorithm uses a single time interval throughout the video; in this example,a small interval size is necessary to avoid overow of the client bu�er. The RCBS plan changes10
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sample experiments with smaller group sizes resulted in similar values for the performance metrics.However, the frame grouping does limit the ability of the algorithm to compute bandwidth plansfor small bu�er sizes; for small bu�er sizes, a more exact (and computationally expensive) versionof the PCRTT-DP heuristic should produce statistics that resemble the MCBA results, since bothalgorithms compute transmission plans than limit the number of rate changes. The frame-groupingand rate-change parameters both limit the algorithm's ability to compute valid plans for small bu�ersizes, since smoothing into a small bu�er requires bandwidth changes on a very small time scale.For a typical two-hour video (n = 216; 000 frames), the CBA, MCBA, MVBA, RCBS, and PCRTTalgorithms require a few seconds of computation time on a modern workstation. The RCBS algorithmgenerally executes in the smallest amount of time (after determining the rate constraint), followed bythe PCRTT, MVBA, CBA, and MCBA algorithms (in that order). The PCRTT-DP algorithm, usinga group size of 60 frames and allowing up to 1000 rate changes, requires about an hour to execute.Because the PCRTT-DP algorithm start with the number of rate changes K = 1 and iterativelycalculates the minimal cost of each successive bandwidth change, calculating a plan that has 1000bandwidth changes requires the calculation of all plans with fewer bandwidth changes. To speed thisalgorithm up, we calculated all the costs (in terms of the bu�er size) for each sequence of frames (i; j),0 < i < j � N . This reduces the computational complexity of each bandwidth change to O(n2).4.1 Peak Bandwidth RequirementThe peak rate of a smoothed video stream determines the worst-case bandwidth requirement acrossthe path from the video storage on the server, the route through the network, and the prefetch bu�erat the client site. Hence, most bandwidth smoothing algorithms attempt to minimizemaxj frjgto increase the likelihood that the server, network, and the client have su�cient resources to handlethe stream. This is especially important if the service must reserve network bandwidth based on thepeak rate, or if the client has a low-bandwidth connection to the network. In addition, reducing themaximum bandwidth requirement permits the server to multiplex a larger number of streams. Figure 6plots maxfrjg for each of the six smoothing algorithms, as a function of the client bu�er size. TheCBA, MCBA, MVBA, and RCBS algorithms all result in the minimum peak bandwidth requirementgiven a �xed bu�er size, as discussed in Section 3.The CBA, MCBA, MVBA, and RCBS algorithms have monotonically decreasing peak bandwidthrequirements as the bu�er size grows. Under medium-sized bu�ers, these algorithms produces smaller12
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as the bu�er size increases, as shown in Figure 8(b) which plots the magnitude of the slopes. Typically,the peak bandwidth in a transmission plan is determined by a region of large frames in a small portionof the movie. As the bu�er size grows, the peak-rate run becomes shorter and wider due to moreaggressive prefetching, as shown in Figure 8(c). Eventually, the bu�er size grows large enough forthis run to reach a region of small frames that can allow a more dramatic reduction in the bandwidthrequirement; at this point, the peak rate may occur in a di�erent part of video, also resulting in a newlinear segment in the peak-bandwidth curve. Based on this observation, the server could characterizethe bu�er-bandwidth trade-o� as a small number of linear curves, allowing e�cient admission controlpolicies that balance the use of network/server bandwidth and client bu�er space.4.2 Variability in Bandwidth RequirementsIn addition to minimizing the peak bandwidth, a smoothing algorithm should reduce the overall vari-ability in the rate requirements for the video stream [18]. Intuitively, plans with smaller rate variationshould require fewer resources from the server and the network; more precisely, smoother plans havelower e�ective bandwidth requirements, allowing the server and the network to statistically multi-plex a larger number of streams [24]. Even under a deterministic model of resource reservation, theserver's ability to change a stream's bandwidth reservation may depend on the size of the adjustment(jrj+1 � rj j), particularly on rate increases . If the system does not support advance booking of re-sources, the server or the network may be unable to acquire enough bandwidth to start transmittingframes at the higher rate2. Since the video clips have di�erent average rate requirements, varying from1:51 to 3:95 megabits/second, Figure 9 plots the coe�cient of variationstdevfc0; c1; : : : ; cn�1g1nPn�1i=0 cito normalize the variability metric across the di�erent streams.In Figure 9, the MVBA plans have the smallest variability in bandwidth allocations, since thealgorithm optimizes this metric. Since the CBA algorithm is the same as the MVBA algorithmfor bandwidth decreases, it has nearly the same variability across the various videos. For smallbu�er sizes, the MCBA algorithm has nearly the same variability in bandwidth requests since all fouralgorithms have to perform rate changes on a small time scale; for larger bu�er sizes, the MCBAalgorithm has more latitude in combining bandwidth requests, resulting in greater rate variability2If the system cannot reserve resources for the higher bandwidth rj+1, the video stream may have to adapt to a smallerrate to avoid terminating the remainder of the transfer. For example, with a layered encoding of the video stream, theserver could reduce the transmission rate by sending only the higher priority components of the stream [25, 26]. To limitthe degradation in video quality at the client site, the server can raise the stream's rate as close to rj+1 as possible.15
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Figure 9: Bandwidth Variability: This �gure shows the normalized standard deviation of band-width allocations (on a per frame basis) for the various smoothing algorithms, as a function of theclient bu�er size.than MVBA and CBA. For the videos in Figure 9, the MCBA plans have rate variations that areapproximately 5% larger than the corresponding MVBA plans. In videos where the MCBA algorithmhas much fewer bandwidth changes than the MVBA, the MCBA algorithm results in higher variabilityof bandwidth requests. Still, the MVBA, CBA, and MCBA plans have similar variability metrics, whilealso minimizing the peak rate and maximizing the minimum rate [16{18], so all three algorithms shouldproduce transmission plans with low e�ective bandwidth requirements.In contrast, the RCBS plans have greater rate variability, particularly under larger bu�er sizes, sincethe algorithm limits prefetching unless it is necessary to avoid increasing the peak rate. As a result, anRCBS plan often transmits small frames at a low rate, resulting in a much lower minimum bandwidththan the MVBA, CBA, and MCBA algorithms. Hence, the modest increase in rate variability underthe RCBS algorithm stems from the small frames, instead of the large frames as one would expectfrom an unsmoothed transfer of the video. The PCRTT algorithm has the largest variability inbandwidth allocations. Because the PCRTT algorithm smooths bandwidth requests based on �xedinterval lengths, it cannot smooth burst of large frames beyond the size of the interval, resultingin higher peaks and lower valleys. As bu�er sizes get larger, the partitioning of the frames into�xed intervals plays a large role in determining the minimum amount of bu�ering required to havecontinuous playback of the video. 16
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(a) Transmission plans (b) Coe�cient of variationFigure 10: Rate Variability of E.T. Encodings: These graphs evaluate the three traces of E.T.(with quality levels of 100, 90, and 75), using the MVBA algorithm and a 1 megabyte bu�er. Despitereducing the bandwidth requirements, the coarser encodings exhibit greater rate variability, relativeto the average frame size.For all the algorithms, the Beauty and the Beast, E.T. (quality 75), and E.T. (quality 90) videosexhibit the most bandwidth variability. Interestingly, the E.T. streams with lower quality factorshave greater variability in the bandwidth requirements, as shown in Figure 10. Although a coarserencoding reduces the average frame size, some frame lengths decrease more than others, dependingon the scale of detail in the scene; from the information in Table 1, the coe�cient of variation forframe sizes is 0:29, 0:28, and 0:20 for quality factors of 75, 90, and 100, respectively. Under smallbu�er sizes, the larger variability in frame sizes translates into larger variability in the bandwidthrequirements. For larger bu�er sizes, the three versions of E.T. have similar bandwidth variability,due to the common long-term variation in scene content; the variability of the E.T. (quality 75) clipdecreases more quickly, as a function of bu�er size, since a larger prefetch bu�er can absorb most ofthe variation in frame sizes for the lower quality stream.4.3 Number of Bandwidth ChangesTo reduce the complexity of the server and client sites, a bandwidth smoothing algorithm could striveto minimize m, the number of runs in the transmission schedule [17]. A rate change alters the amountof data that the server must read from the disk in each time interval, which can have implicationsfor disk layout and scheduling policies, particularly when the server must multiplex a large numberof video streams. Also, smaller values of m reduce the storage requirements for the bandwidth plans,although this is typically small in comparison to the size of the actual video data. Minimizing thenumber of rate changes can also limit the cost of negotiating with the network [14] to reserve linkbandwidth for transporting the video stream3. Figure 11 compares the algorithms based on the number3To further reduce interaction with the network, each video stream could have a separate reservation plan for allocatingnetwork resources along the route to the client. This reservation plan could have fewer rate changes than the underlyingtransmission plan, at the expense of reserving excess link bandwidth [14, 18].17



0

20

40

60

80

100

120

64 128 256 512 1024 2048 4096 8192 16384 32768

B
an

dw
id

th
 C

ha
ng

es
 p

er
 M

in
ut

e

Buffer Size (Kbytes)

CBA

0

20

40

60

80

100

120

64 128 256 512 1024 2048 4096 8192 16384 32768

B
an

dw
id

th
 C

ha
ng

es
 p

er
 M

in
ut

e

Buffer Size (Kbytes)

MCBA

0

20

40

60

80

100

120

64 128 256 512 1024 2048 4096 8192 16384 32768

B
an

dw
id

th
 C

ha
ng

es
 p

er
 M

in
ut

e

Buffer Size (Kbytes)

MVBA

0

200

400

600

800

1000

1200

1400

1600

1800

64 256 1024 4096 16384

B
an

dw
id

th
 C

ha
ng

es
 p

er
 M

in
ut

e

Buffer Size (Kbytes)

RCBS

0

20

40

60

80

100

120

64 128 256 512 1024 2048 4096 8192 16384 32768

B
an

dw
id

th
 C

ha
ng

es
 p

er
 M

in
ut

e

Buffer Size (Kbytes)

PCRTT

0

20

40

60

80

100

120

64 128 256 512 1024 2048 4096 8192 16384 32768

B
an

dw
id

th
 C

ha
ng

es
 p

er
 M

in
ut

e

Buffer Size (Kbytes)

PCRTTDP

Figure 11: Rate of Bandwidth Changes: These graphs show the rate of bandwidth changesrequired for the various smoothing algorithms as a function of the client bu�er size. Note that theRCBS graph has a much wider range of values on the y-axis, compared to the plots for the other �vealgorithms.of bandwidth changes in the server transmission plan for each of the clips in the video library. Sincethe video clips have di�erent lengths, varying from 41 minutes to 122 minutes, the graphs plot thefrequency of bandwidth changes mPm�1j=0 tjin changes per minute across a range of client bu�er sizes.For all of the smoothing algorithms and video traces, the client prefetch bu�er is e�ective inreducing the frequency of rate change operations. In each graph, the bottom three curves correspondto the Seminar videos, which do not require many rate changes due to their small frame sizes and thelow variability in their bandwidth requirements. The NCAA Final Four video requires the highestrate of bandwidth changes, due to the large frame sizes and long-term variations in scene content; fora 64 kilobyte bu�er, this stream requires an average of 1:8, 4:9, and 8:5 rate changes per minute underthe MCBA, CBA, and MVBA plans, respectively. In general, the CBA and MVBA plans result inapproximately 3 and 6 times as many changes as MCBA algorithm, which minimizes m. For somemovies and bu�er sizes, the MVBA plans have up to 14 times as many bandwidth changes as thecorresponding MCBA plans. This occurs because the MVBA algorithm introduces a larger number of18
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(a) Segment of Jurassic Park (b) MCBA and MVBA plans (c) PCRTT planFigure 12: Gradual Changes in Frame Sizes: This �gure highlights the di�erences between theMCBA and MVBA plans for a 23-second segment of Jurassic Park under a 128-kilobyte prefetchbu�er. The MVBA algorithm performs a large number of small bandwidth changes to track thegradual increases (decreases) in the frame sizes. In contrast, the MCBA plan initiates a smallernumber of larger rate changes (3 changes vs. 104 in the MVBA plan). The corresponding PCRTTplan has 31 rate changes.small rate changes to minimize the variability of bandwidth requirements in the server transmissionplan.As an extreme example, we compare the MCBA and MVBA algorithms on the 23-second videotrace shown in Figure 12(a). For a 128 kilobyte bu�er, the MVBA algorithm introduces 104 ratechanges (55 increases and 49 decreases), while the MCBA plan has just three bandwidth changes, asshown in Figure 12(b). During the �rst 400 frames of the video segment, the frame sizes graduallyincrease over time. On this long stretch of increasing bandwidth requirements, the MVBA algorithmtends to follow the \curve" of the increase by generating a sequence of small rate increases. Asimilar e�ect occurs during the gradual decreases in frame sizes for the remainder video segment.In Figure 12(b), note that the area between the two plans, in the range of frames 12720 to 12900, isapproximately equal to the size of the smoothing bu�er. This suggests that the MVBA plan has �lledthe client bu�er, requiring a more gradual response to the rate increases in the video segment. Incontrast, the MCBA plan has a nearly empty bu�er, giving the algorithm greater latitude in adjustingthe server transmission rate; referring to Figure 3(b), this is a case where the MCBA algorithm selectsa starting point at the rightmost point along the frontier whereas the MVBA algorithm selects theleftmost point.Although the MVBA plans typically have fewer rate changes than the corresponding PCRTT plans,the PCRTT algorithm sometimes generates fewer rate changes under moderate bu�er sizes. For thesebu�er sizes, the PCRTT algorithm is e�ective at combining several bandwidth runs of the MVBAalgorithm into a single rate interval. For example, in Figure 3(c), the PCRTT algorithm generatesonly 31 rate changes, in contrast to the 104 changes in the corresponding MVBA plan. The PCRTT-19



DP algorithm produces bandwidth allocation plans that are very similar to the MCBA algorithm,since they both strive to minimize the number of rate changes; however, under smaller bu�er sizes,the PCRTT-DP heuristic generate more bandwidth changes due to the frame-grouping factor. Incontrast to the PCRTT algorithms, the RCBS plans tend to follow the sizes of the individual framesfor most of the stream, except when some prefetching is necessary to avoid increasing the peak ratefor transmitting the video. With a small client bu�er, the RCBS algorithm requires nearly 1800 ratechanges per minute, as shown in Figure 11; in the absence of any smoothing, a 30 frames/secondrate would correspond to at most 2400 changes per minute. Although the number of rate changesdecreases as the bu�er size grows, the RCBS algorithm still generates signi�cantly more bandwidthchanges than the other algorithms except for extremely large bu�er sizes.4.4 Periodicity of Bandwidth RequestsIn addition to minimizing the frequency of bandwidth changes, the server may also wish to limit thetotal number of rate changes that can occur during an interval of time. In between rate changes, theserver can transmit the smoothed video without altering the underlying transmission schedule. Hence,a bandwidth smoothing algorithm may try to enforce a lower bound on the minimum time betweenrate changes to reduce the overheads in multiplexing a large number of video streams. In addition,in networks that support advance booking of resources, periodic bandwidth allocation intervals canreduce the complexity of the admission control algorithms by ensuring that reservations change onlyat a relatively small set of points [27]. While Section 4.3 evaluates the average rate of bandwidthchanges, the plots in Figure 13 focus on the variability of this metric. Since the bandwidth plans havedi�erent average run lengths, the graphs plotstdevft0; t1; : : : ; tm�1g1mPm�1i=0 tito compare the \periodicity" of bandwidth requests. Smaller values imply that the transmission planhas run lengths that stay close to the mean values in Figure 11.Ideally, in fact, the transmission plans should impose a lower bound on the minimum time be-tween rate changes (minjftjg). However, only the PCRTT algorithms produce meaningful values forminjftjg, since the plans are constructed from �xed-size intervals; in fact, the coe�cient of variationis 0 for the PCRTT algorithm. The MCBA, CBA, MVBA, and RCBS algorithms typically have oneor more runs with extremely short durations; for most bu�er sizes less than 2 megabytes, minjftjg isjust one or two frame slots. For the most part, the MCBA algorithm results in less variability thanthe CBA and MVBA algorithms, which can introduce a large number of small bandwidth changes,20
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Figure 13: Bandwidth Length Variability: This �gure shows the coe�cient of variation for thebandwidth run lengths as a function of the client bu�er size. Note that the RCBS plot has a di�erenty-axis scale than the other graphs.even under fairly large bu�er sizes. The RCBS plans have much larger variability, since the transmis-sion plans consists of a mixture of large run lengths (where frames have been smoothed at the peakrate) and small run lengths (where no prefetching occurs). To reduce the frequency of rate changes,generalizations of the RCBS algorithm could transmit frames at averaged rates over small intervals oftime by introducing a modest amount of extra prefetching [19]. This hybrid of the PCRTT and RCBSalgorithms would produce plans with a reasonable time between consecutive rate changes, while stilllimiting the amount of prefetching.Under small bu�er sizes, the top three curves for the MCBA algorithm correspond to the Seminarvideos. As shown in Figure 2(a), these videos have a small number of short frames, followed by a largenumber of long frames; under a small prefetch bu�er, the server cannot continually transmit framesat a high rate when the client is consuming the short frames. As a result, the bandwidth plan consistsof a mixture of short and long run lengths, causing greater variability than the other videos; under alarger bu�er size, the plans become much more \periodic." As shown in the MVBA graph in Figure 13,one movie (Beauty and the Beast) exhibits a particularly high variation of run-lengths. Compared tothe other videos, this movie has longer sustained regions of large and small frames. Using a largerbu�er smooths the tops and bottoms of the bandwidth plans, combining relatively larger areas intoeven larger areas while still leaving many smaller rate adjustments in the transitions. As the number21
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Figure 14: Bu�er Utilization: This �gure shows the average utilization of the client prefetch bu�erfor the various smoothing algorithms, as a function of the client bu�er size.of changes starts to decrease with large bu�er sizes, the plans generated by the MVBA algorithmapproach the plans that are generated by the MCBA algorithm.4.5 Bu�er UtilizationAlthough bandwidth smoothing reduces the rate requirements for transmitting stored video, prefetch-ing may consume signi�cant bu�er resources at the client site. For a given size b for the playbackbu�er, a smoothing algorithm could strive to limit bu�er utilization while still minimizing the peakrate [19]. Reducing the amount of prefetching allows the client to statistically share the playback spacebetween multiple video streams, or even other applications. If the client application can perform VCRfunctions, such as rewinding or indexing to arbitrary points in the video stream, a bandwidth planthat limits prefetching also avoids wasting server and network resources on transmitting frames aheadof the playback point. With fewer future frames in the prefetch bu�er, the client can cache multipleframes behind the current playback point, allowing the service to satisfy small VCR rewind requestsdirectly at the client site. Figure 14 plots the average bu�er utilization as a function of bu�er size bfor each of the smoothing algorithms.Bu�er utilization corresponds to how far the transmission plan lies above the Funder curve, onaverage. The MCBA and MVBA plans have bu�er utilizations of approximately 50% across most of thevideo traces, since these two algorithms do not di�erentiate between rate increases and rate decreases22



when computing bandwidth runs. Hence, the runs have a nearly even split between trajectories that hitFunder and trajectories that hit Fover ; runs between the two constraint curves experience a progressionin bu�er utilization from 0% to 100%, or vice versa, as shown in Figure 15(a). In contrast, the CBAalgorithm tends to stay closer to the Funder curve by behaving like MCBA on bandwidth increasesand MVBA on bandwidth decreases, as shown in Figure 3(b). As a result, the CBA plans have lowerbu�er utilization than the corresponding MCBA and MVBA plans. Although these three algorithmstypically have 40{50% bu�er utilization, the Seminar1 video has higher utilization under large bu�ersizes, as shown by the lone higher curve in CBA, MCBA, and MVBA plots in Figure 14. The largerbu�er sizes permit the algorithms to smooth the Seminar1 video with a single bandwidth run, so thetransmission plan never oscillates back and forth between the Funder and Fover curves.The PCRTT plans typically have the highest bu�er utilization. Drawing on the example in Figure 5,the PCRTT algorithm generates trajectories based on Funder and then raises the plan until no pointsremain below Funder , as shown in Figure 5. As a result, the �nal plan has very few points that lie closeto Funder , as shown by the example in Figure 15(b). In contrast, RCBS plans stay as close to the Fundercurve as possible, without increasing the peak rate requirement. In fact, an RCBS plan only reachesthe Fover curve during the bandwidth runs that must transmit frames at the peak rate; for example,the RCBS plan has less than 15% bu�er utilization for most of the video clip in Figure 15(c). TheRCBS algorithm generates transmission plans with much lower bu�er usage than the other algorithms,especially under small bu�er sizes. Bu�er utilization is especially low for small values of b, where veryfew frames are prefetched; for larger b values, even RCBS performs must perform more extensiveprefetching to successfully minimize the peak rate. Still, the RCBS algorithm gives the client sitesthe greatest latitude in sharing the prefetch bu�er amongst multiple streams or in supporting e�cientrewind operations.Although low bu�er utilization permits greater resource sharing and e�cient VCR operations,some video-on-demand services may bene�t from more aggressive prefetching, depending on the char-acteristics of the network connection between the server and client sites. If packets experience variabledelay or signi�cant loss rates, the service may perform more aggressive prefetching to mask the net-work latency (or retransmission delay). To maximize bu�er utilization, the server could employ analgorithm that is conceptually similar to RCBS. However, instead of transmitting frames as late aspossible, under the constraint on peak bandwidth, this algorithm would transmit frames as early aspossible to tolerate larger network latency. Hence, the server would transmit frames at the peak rate,except when the transmission rate must be reduced to avoid bu�er overow at the client site. Fig-ure 15(c) compares this new algorithm to the corresponding RCBS plan to highlight the upper andlower limits on bu�er utilization; all other bandwidth plans that minimize the peak-rate requirement23
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Inv. RCBS (Max Buff 11MB)(a) MVBA (b) PCRTT (c) RCBS and Inverse RCBSFigure 15: Bu�er Utilization: This �gure shows the bu�er utilization over time for smoothing themovie Crocodile Dundee with an 11-megabyte prefetch bu�er.have bu�er utilizations between these two curves.5 Conclusions and Future WorkIn this paper, we have presented a comprehensive comparison of bandwidth smoothing algorithmsfor compressed, prerecorded video. By capitalizing on the a priori knowledge of frame lengths, thesealgorithms can signi�cantly reduce the burstiness of resource requirements for the transmission, trans-fer, and playback of prerecorded video. For small bu�er sizes, the PCRTT algorithm is useful increating plans that have near optimal peak bandwidth requirements while requiring very little com-putation time to calculate. For larger bu�er sizes, however, the PCRTT algorithm limits the abilityof the server to prefetch frames across interval boundaries. The CBA, MCBA, and MVBA algorithmsexhibit similar performance for the peak rate requirement and the variability of bandwidth alloca-tions; the MCBA algorithm, however, is much more e�ective at reducing the total number of ratechanges. The RCBS algorithm introduces a large number of rate changes, and a wide variability inthe bandwidth requirements, to minimize the utilization of the client prefetch bu�er.Future work can consider new smoothing algorithms that enforce a lower bound on the timebetween rate changes. The PCRTT algorithm serves as an initial approach to this problem, withsome limitations in exploiting the prefetch bu�er. In our experiments, we attempted to �nd the bestinterval size to use for the PCRTT algorithm given a �xed bu�er size by calculating many intervallengths. Creating an e�cient algorithm to �nd the best interval and interval o�set, given a �xedbu�er size, is a possible avenue for research. More generally, the use of dynamic programming inthe PCRTT-DP algorithm o�ers a valuable framework for minimizing \costs" that are functions ofmultiple performance metrics. Similarly, hybrids of the other smoothing algorithm should be e�ectivein balancing the trade-o�s between di�erent metrics. For example, extensions to RCBS (or inverse24
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