
WaveSheduling: Energy-EÆient Data Disseminationfor Sensor NetworksNiki Trigoni, Yong Yao, Alan Demers, Johannes Gehrke Rajmohan RajaramanCornell University Northeastern UniversityIthaa, New York 14850 Boston, Massahusetts 02115fniki,yao,ademers,johannesg.s.ornell.edu rraj�s.neu.eduAbstratSensor networks are being inreasingly deployedfor diverse monitoring appliations. Event dataare olleted at various sensors and sent to selet-ed storage nodes for further in-network proess-ing. Sine sensor nodes have strong onstraintson their energy usage, this data transfer needs tobe energy-eÆient to maximize network lifetime.In this paper, we propose a novel methodology fortrading energy versus lateny in sensor databasesystems. We propose a new protool that areful-ly shedules message transmissions so as to avoidollisions at the MAC layer. Sine all nodes ad-here to the shedule, their radios an be o� mostof the time and they only wake up during well-de�ned time intervals. We show how routing pro-tools an be optimized to interat symbiotiallywith the sheduling deisions, resulting in signi�-ant energy savings at the ost of higher lateny.We demonstrate the e�etiveness of our approahby means of a thorough simulation study.1 IntrodutionSensor networks onsisting of small nodes with sensing,omputation and ommuniation apabilities are beom-ing ubiquitous. A powerful paradigm that has emergedreently views a sensor network as a distributed Sensor-DBMS and allows users to extrat information by injet-ing delarative queries in a variant of SQL. In deploying aSensorDBMS one should onsider important limitations ofsensor nodes on omputation, ommuniation and poweronsumption. Energy is the most valuable resoure for u-nattended battery-powered nodes. Sine radio ommunia-tion onsumes most of the available power, SensorDBMSsneed energy-eÆient data-dissemination tehniques in or-der to extend their lifetime.An important ommuniation pattern within sensor net-works is the sending of sensor readings to a designatedCopyright 2004, held by the author(s)Proeedings of the First Workshop on Data Mana-gement for Sensor Networks (DMSN 2004),Toronto, Canada, August 30th, 2004.http://db.s.pitt.edu/dmsn04/

sensor node. Let us give two examples where this patternarises. First, onsider a heterogeneous sensor network withtwo types of sensor nodes: many small-sale soure nodeswith low-power multi-hop ommuniation apabilities, anda few powerful gateway nodes onneted to the Internet. Inthis setup, data ows from the soures to the gateway n-odes. Our seond example is motivated by resoure savingsthrough in-network proessing. In-network proessing al-gorithms oordinate data olletion and proessing in thenetwork at designated nodes alled view nodes [1, 2℄. Dataows from soures to relevant view nodes for further pro-essing. For example, in a sensor network that monitors aremote island and reords the movements of di�erent typesof animals, eah view node ould be responsible for storingthe detetion reords (and omputing traks) for a giventype of animal.Sine power is a major resoure onstraint, we wouldlike this data ow between soures and view nodes to beas power-eÆient as possible; in partiular, for non-time-ritial appliations, we would like to trade message latenyversus power usage as events are routed from the sensornodes where they originated to the respetive view nodes.In order to ahieve energy-eÆient data ows betweensoures and view nodes, we address several hallenges in-trinsi to ad ho network ommuniation: minimizing ol-lisions at the MAC layer, managing radios in a power-eÆient manner, and seleting energy-eÆient routes. Inthis paper we onsider data dissemination strategies thatavoid ollisions (and message retransmissions) at the ostof higher message lateny. We arefully oordinate trans-missions between nodes, allowing them to turn their ra-dios o� most of the time. Current generation radios on-sume nearly as muh power when listening or reeiving aswhen transmitting (typial idle:reeive:transmit ratios are1:1.2:1.7 [3℄, 1:2:2.5 [4℄, and 1:1.05:1.4 [5℄). Thus, the a-bility to turn them o� when not needed yields signi�antenergy savings.The remainder of this paper is organized as follows. Se-tion 2 enumerates several variants of sheduling problem-s and disusses their omplexity. Setion 3 presents oursheduling algorithm and highlights its lose interationwith the routing layer. A thorough experimental evalua-tion of the proposed algorithm and ompeting approahesis presented in Setion 4. We disuss related work in Se-tion 5 and draw our onlusions in Setion 6.



2 Problem spaeWith oordinated sheduling, a data dissemination proto-ol in a sensor network has two omponents: a shedulingalgorithm that ativates network edges so that their trans-missions do not interfere with one another, and a routingalgorithm that selets routes for individual messages. T-wo important performane metris are energy onsumptionand message lateny. In this setion, we onsider eah ofthese metris and sketh omplexity results for the follow-ing optimization problems: (i) �nding an optimal pair ofrouting and sheduling algorithms; (ii) �nding an optimalrouting algorithm for a given shedule; (iii) �nding an op-timal shedule for a given olletion of routes. Full proofsof these results an be found in an extended version of thepaper [6℄.The underlying framework for our optimization prob-lems is as follows. We assume the sensor nodes form amulti-hop wireless network embedded in the plane. Forsimpliity, we assume the node radios have idential rangesof one unit. Thus, the nodes form a unit disk graph: twonodes are onneted by an edge i� the Eulidean distanebetween them is at most 1. We represent the ommuni-ation workload by the rate of message generation at eahnode i, given by ri, together with a probability distribu-tion pij , giving the probability that a message generatedat node i is destined for node j.Energy minimization. In the energy minimizationproblem, we are given a ommuniation workload amongthe sensor nodes and view servers, and our goal is to deter-mine a data dissemination sheme that minimizes the en-ergy onsumed in delivering all messages within a boundeddelay. In our model, we assume that the energy onsumedwhen a network edge is ativated is (� + �m), where �is a �xed start-up ost for turning the radio on, � is theper-message transmission and reeption ost, and m is thenumber of messages sent during the ativation.Theorem 2.1 For any � > 0 and � > 0, �nding an opti-mal routing-sheduling pair to minimize energy is NP-hard,even when there is only one view server. It is also NP-hardto determine an energy-optimal ativation shedule given a�xed set of routes. The problem of �nding a set of energy-optimal routes given an ativation shedule an be solvedin polynomial time.Lateny minimization. In the lateny minimizationproblem, we are given a ommuniation workload and seeka data dissemination protool that minimizes average mes-sage propagation lateny. It is already known that min-imizing lateny in an ad-ho wireless network is NP-hardeven for the speial ase where nodes exhange messagesonly with their neighbors [7℄. This redution an be ex-tended to unit disk graphs.Theorem 2.2 Finding a routing-sheduling pair that min-imizes lateny is NP-hard. It is also NP-hard to determinean optimal ativation shedule given a �xed set of routes. Aset of lateny-optimal routes for a given ativation shedulean be obtained in polynomial time.These results indiate that the general problem of de-signing an optimal data dissemination protool, given anarbitrary sensor workload, is intratable. In this paper, wefous on one element of the design spae, namely that of

�rst developing an interferene-free shedule for edge ati-vation, and then designing delay- or energy- optimal routesgiven this shedule.3 Wave Sheduling and RoutingIn this setion, we fous on developing a shedule for edgeativations, and then designing optimal routes given thisshedule. Our sheduling mehanism is de�ned over a sim-ple partitioning of the network, whih we �rst desribe inSetion 3.1. We then selet a lass of periodi shedules,presented in Setion 3.2, whih are aimed at avoiding olli-sions at the MAC layer. Finally, in Setion 3.3, we presentenergy-based and delay-based routing protools that opti-mize the relevant metri for a given shedule.3.1 PartitioningOur sheduling mehanism is layered on top of a protoollike GAF [8℄, whih partitions nodes into ells and period-ially elets a single leader node for eah nonempty ell.Nodes determine the ell that they belong to by using dis-tributed loalization tehniques [9, 10℄; experiments haveshown that GAF is robust to somewhat inaurate positioninformation [8℄. The size of eah ell is set so that a nodeanywhere in a ell an ommuniate diretly with nodes inany of its four horizontal and vertial neighbor ells. Thisonstrains the side of a ell to have length L at most R=p5,where R is the transmission range of a node. Sine onlyleaders are engaged in inter-ell message routing, the re-maining nodes may turn o� their radios most of the time,ahieving signi�ant energy savings. The shedules thatwe will propose in this setion exploit the GAF topologyontrol sheme in order to ahieve further energy savings.They leverage the abstration of partitioning irregularlypositioned nodes into ells organized in a retilinear gridand fous on oordinating inter-ell ommuniation. Inwhat follows, we will refer to ells as supernodes or simplynodes.For onveniene of exposition, we assume here that theretilinear grid is a square. Let N denote the number ofsupernodes along an edge of the grid. We identify thesupernodes by their oordinates (i; j); for example (0; 0)refers to the node at the southwest orner of the network.Thus, (i + 1; j), (i; j + 1), (i � 1; j), and (i; j � 1) are theeast, north, west, and south neighbors, respetively, of n-ode (i; j), for i; j 2 [0; N).3.2 Wave Sheduling: AlgorithmsGiven a set of supernodes arranged in a retilinear grid,we propose a lass of periodi ativation shedules thatonserves energy by (i) avoiding interferene at the MAClayer and (ii) allowing supernodes to turn o� their radioswhenever they are not sending or reeiving messages. Inthese shedules, whih we all wave shedules, every (di-reted) edge of the retilinear grid is ativated periodi-ally at well-de�ned ommuniation intervals, alled send-reeive intervals. For any two neighboring supernodes Aand B, the edge A ! B is ativated in the send-reeiveintervals [t + iP; t + iP + Æ℄, for every i � 0, where t isthe �rst time the edge is ativated and P is the periodof the shedule. We now elaborate on the edge ativation



Figure 1: SimpleWavestep and then present two wave shedules: SimpleWaveand PipelinedWave.Edge ativation. An edge ativation A ! B onsists ofa ontention-based and a ollision-free period. During theontention-based period, all nodes within the ell A turnon their radios in order to run the GAF protool (GAFonly runs loally in ell A). They hek whether the leaderhas enough energy reserves to ontinue assuming the lead-ership role. If the leader is energy-drained, a re-eletionprotool selets the new leader. Messages in the queue ofthe old leader, as well as inter-ell routing information, aretransfered to the new leader. The remaining nodes thensend their sensor readings, whih were generated sine theprevious GAF period, to the leader of the ell. Contentionresolution MAC protools work very well in avoiding intra-ell ontention, sine all nodes in the ell are within om-muniation range and there are no ourenes of the hiddenterminal problem. This adapted version of the GAF proto-ol is more energy-eÆient than the original GAF sheme,beause it avoids interferene aused by onurrent leaderreeletion in onseutive ells.The ollision-free period of an edge ativation A ! Bis used in order to route messages from the leader of Ato the leader of B. During that period both leaders ofA and B (referred to simply as A and B) turn on theirradios preparing for message transmission and reeptionrespetively. If A has no data messages to send, it sends aspeial NothingToSend (NTS) message to node B, whihallows both nodes to turn o� their radios without having towait until the end of the send-reeive interval. As we willshow in the experimental setion, the use of NTS messageso�ers signi�ant energy savings sine it adjusts the nodeduty yle to its loal traÆ. Sine in the ollision-freeperiods there is no interferene at the wireless medium, itis not neessary to exhange RTS and CTS messages priorto sending a regular data message (or an NTS message).A data (or NTS) message is simply followed by an ACK.The �rst data or NTS message that A sends to B (andits ACK) an be used in order to resynhronize the loksof the two nodes for the next ativation of edge A ! B.If the synhronization error between two neighbor nodesat the beginning of the ollision-free period is bound by emses, we set the reeiver B to wake up e mses earlier

than sheduled aording to its loal lok. Synhroniza-tion issues are disussed in more detail in the end of thissetion.In the remainder of the paper, by edge ativation wemainly refer to the ollision-free period of the edge a-tivation used for inter-ell ommuniation. The ratio ofthe ollision-free period to the ontention-based period de-pends on the traÆ patterns of the appliation. For in-stane, for traÆ workloads with messages following mul-tiple hops before reahing the destination, the ollision-free (inter-ell ommuniation) period should dominate theontention-based (GAF) period.SimpleWave. The intuition behind wave shedules is tooordinate message propagation in north, east, south andwest phases. For instane, during the east phase, onlyedges of the form (i; j) ! (i + 1; j) are ativated send-ing messages along the east diretion. Owing to interfer-ene, however, we annot shedule all of the edges alongthe east diretion. If � denotes the ratio of the interferenerange to the transmission range, then a suÆient onditionfor transmissions from two supernodes (i; j) and (i1; j1) toavoid interferene is the following:p(i� i1 � 1)2 + (j � j1 � 1)2 � L � � � RIn partiular, if we onsider two supernodes (i; j) and(i1; j), then their transmissions do not interfere it i� i1 �1 � �R=L. Sine i � i1 � 1 is an integer, we obtainthat the two supernodes an transmit simultaneously ifi� i1 � d� �R=Le+ 1, whih we denote by g. If we adoptthe IEEE 802.11 settings of R = 250m and � = 550=250,and set L to its minimum value R=p5, we obtain thatg = 6.In the SimpleWave shedule, we shedule together edgesthat are g positions apart. Figure 1 illustrates the Simple-Wave shedule on a 10 � 10 network, with R = 250m,� = 550=250, setting L to a round number of 100m (in-stead of its minimum value R=p5), yielding g = 7. Thenorth phase starts at time 1 and it lasts for 51 send-reeiveintervals during whih every north edge is ativated exat-ly one. The following east phase starts at time 52. Notiethat only two nodes of the �rst olumn ((0; 0) and (0; 7))are sending onurrently to the east, whih are spaed a-part by 7 hops. In the next interval (time 53) the patternshifts east by one ell. Only when the wave has propagatedto the eighth olumn (time 59) does it no longer interferewith node ommuniation in the �rst two olumns. Notethat at time 59 it beomes possible to shedule onurrent-ly four edges: (7; 0)! (8; 0), (7; 7)! (8; 7), (0; 1)! (1; 1)and (0; 8)! (1; 8).There are variants of the SimpleWave algorithm de-�ned above, di�ering by the order in whih wave dire-tions are sheduled. We refer to these as the (N;E; S;W ),(N;W; S;E), (N;S;E;W ), and so forth. The variants arelogially equivalent, but the hoie of sheduling varianta�ets the hoie of routes, as will be explained in detail insetion 3.3. The period of a SimpleWave depends on thesize of the network. Eah phase takes (N � 1) + (g� 1) � gsend-reeive intervals and the entire wave period lasts for4 � ((N � 1) + (g� 1) � g) intervals. This is not a desirableproperty, beause it prevents the distributed deploymentof the algorithm in a dynami network. When a new su-pernode (ell) joins (or leaves) the network, it a�ets the



Figure 2: PipelinedWavewave period and therefore the ativation times of all theother supernodes. In addition, in order to identify the ati-vation time of its adjaent edges a supernode should knowits loation within the network, as well as the size of thenetwork. Another important downside of the SimpleWavealgorithm is that it underutilizes the apaity of the net-work. For instane notie in Figure 1 that at time 1, itativates only two north going edges, whereas one ouldidentify two additional edges that ould be ativated on-urrently without ausing any interferene.PipelinedWave. This algorithm is motivated by the needfor shedules that an be deployed in a distributed and s-alable manner, and that make a good use of the networkapaity. Coneptually, a network an be divided in a num-ber of �xed-size (g�g) squares of g2 supernodes eah, whereall squares have idential shedules. In suh a network, theshedule of the inident edges of a node is determined by itsrelative loation in the square. Sine all edges within thesame square interfere with one another, we an only shed-ule one edge at a time. In e�et, we partition all the edgesof the network into a olletion of maximal independentsets, eah independent set orresponding to a set of edgesthat an be simultaneously ativated without interferene.The period of the resultant shedule is 4g2 send-reeive in-tervals. This means that for pipelined waves, new nodesan join the network and shedule themselves without af-feting the shedules of existing nodes. If a supernode joinsan existing square, it waits for at most one period in or-der to interat with its neighbors and loally determine itsloation with respet to them and therefore its loal oor-dinates within the square. By overhearing the shedules ofits immediate neighbors it determines the time at whihit should shedule itself in eah diretion. A similar loalinteration ours when a new supernode joins the networkinitializing a new square. When a node leaves the network,the shedules of the remaining supernodes do not hange.Note that in the PipelinedWave algorithm two edges aresheduled onurrently if they have the same diretion andthe sender nodes (and the reeiver nodes) have exatly thesame loal oordinates within a g� g square. This impliesthat the algorithm avoids all interferene at the MAC layer.It shedules a maximum number of non-interfering edgesat eah send-reeive interval thus inreasing the networkapaity with respet to the SimpleWave algorithm. It is

easily deployable in a distributed manner, sine loal oor-dination suÆes for sheduling a new supernode. Finally,it is salable beause the node shedules are not a�etedby the size of the network.A modi�ed version of the PipelinedWave algorithm doesnot de�ne idential shedules for eah square, but shedulesshifted by g positions with respet to the shedules of thefour neighbor squares. More spei�ally, the east wave of asquare is shifted g positions (send-reeive intervals) earlierthan the east wave of the west neighbor square, the northwave is shifted g positions earlier than the north wave ofthe south neighbor square et. A snapshot of the modi�edPipelinedWave algorithm (during the east phase) is shownin Figure 2. The east phase in a given (dotted) squareproeeds by shifting one edge to the right and moving tothe row below when the entire row of the square is tra-versed. Notie that by the time an entire row is traversedin a given square, the respetive row of the right neighborsquare just starts being traversed. The new pipelined al-gorithm dereases the lateny of message delivery at thesquare boundaries; this will beome evident when we de-sribe delay-based routing in Setion 3.3. The south, westand north phases are sheduled in a similar manner. Thisimproved PipelinedWave is the shedule evaluated in ourexperiments in Setion 4.Another tunable parameter in PipelinedWave is thenumber of send-reeive intervals for eah diretion (phase)before the wave swithes to another diretion. Our experi-ments show that this parameter, referred to as step, has nonotieable impat on the performane of the wave shed-ule [6℄. In Setion 4, we evaluate the variant of Pipelined-Wave with step=1.Synhronization. We briey disuss two synhronizationrequirements imposed by wave shedules: i) neighbor nodesmust have the same notion of time regarding their ommu-niation slot and ii) nodes in the lose neighborhood mustbe well synhronized so that only edges at least g position-s away are sheduled simultaneously. Aknowledging thatperfet time synhronization is hard to ahieve, we relaxthe initial requirements and propose a fault-tolerant ver-sion of wave shedules. If the drift between two neighborloks does not exeed �, nodes that are g positions awayfrom eah other are synhronized within g�. In every edgeativation, we shedule the reeiver to turn on the radio �time units earlier than the sheduled time aording to itsloal lok. In order to ensure that there is going to beno interferene due to the lok errors, we an inrease thedistane between two non-interfering edge ativations (e.g.from 7 to 8). Notie that although a perfetly aligned waveshedule implies global synhronization, a reasonable im-plementation of waves is ahievable by ensuring that nodesare well-synhronized with neighbors within interferenerange.Reently proposed synhronization protools for sensornetworks (e.g., RBS [11℄ and TPSN [12℄) provide tight syn-hronization bounds (e.g., 0:02ms for neighbor nodes [12℄)and exhibit good multi-hop behavior. Their performanehowever is bound to deay for very large networks (an openproblem that we disuss in Setion 4); in this ase we as-sume that a few GPS-equipped nodes will undertake thesynhronization task for their loal regions.



3.3 RoutingThe proposed wave shedules are TDMA-based MAC pro-tools that assign periodi transmission slots to inter-ell ommuniation. Wave shedules are general-purposeenergy-eÆient MAC protools that an potentially beombined with arbitrary routing protools. In this se-tion we onsider two important metris for evaluating theeÆieny of a routing algorithm, namely node energy on-sumption and message propagation lateny. Note thatenergy-optimal routes do not depend on the underlyingwave shedule, whereas lateny-optimal routes are intrin-sially oupled with it.Energy-based routing. As noted in Setion 2, minimumenergy routing is ahieved by routing along shortest hoppaths. We adopt a simple ooding approah that evaluatesminimum-hop paths from all nodes in the network to agiven view node. Flooding initiated at a view node resultsin the onstrution of a tree onneting all supernodes tothe root (view) node, as desribed in [13℄. Sine we onsidermore than one view, the minimum-hop routes form a forestof trees built on top of the grid overlay.Eah node maintains an in-memory routing table of sizeproportional to the number of view servers. For eah viewserver, the routing table inludes a 2-bit entry giving thediretion of the next hop towards the view. This simpleapproah works even in the presene of "holes" (emptyells), as is shown by Madden et al. [13℄. Dynami nodefailures (whih manifest themselves as the appearane ofnew holes) an be dealt with by a loal ooding phase torepair a�eted routes, as in AODV, or by introdution ofa greedy fae-routing mode as in GPSR [14, 15℄. Alterna-tively, a node that fails to deliver a message may store itin memory until the next ooding phase that reonstrutsthe tree.Delay-based routing. We propose a delay-based routingalgorithm that, given a ertain wave shedule, minimizesmessage lateny between a pair of soure and view nodes.Eah node C maintains a routing table, that ontains foreah view V and eah neighbor N a triple hV;N; di, whered is the lateny of the minimum-lateny path from C toV among all paths with the next-hop being N that C ispresently aware of. On updating a routing entry, node Calso sends the information hV;N; di to its neighbors. Onthe reeipt of suh a message, neighbor N� of C does thefollowing: i) it evaluates the time dt that a message sentover N� ! C remains at C before being forwarded withthe next wave via C ! N towards view V ; ii) if an entryhV;C; d0i with d0 < d + dt exists in the routing table ofN�, then the routing message is dropped - otherwise, therouting entry is replaed by hV;C; d+ dti.When the above distributed algorithm onverges, everynode has determined the minimum-lateny paths to eahview. Routing messages an be piggy-baked on regularor NothingToSend messages as in the ase of energy-basedroutes. Loal repairs an be performed as in the ase ofenergy-based routing, but by onsidering lateny as theprimary metri for evaluating the goodness of a route.4 Experimental EvaluationWe implemented a prototype of wave sheduling in the NS-2 Network Simulator [16℄ and ompared its performane
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Figure 3: Delay vs energy routingwith other approahes. In Setion 4.1, we test the be-haviour of wave shedules under di�erent routing metris,as well as varying the number of views and empty ell-s. Setion 4.2 presents the performane of two ompetingtree-based sheduling approahes and Setion 4.3 showsthe behavior of IEEE 802.11 with various duty yles. Aomparison of wave shedules with the other approahes ispresented in setion 4.4.4.1 Wave ShedulingWe simulate a network of 20 by 20 grid ells of size 100m2eah. The ratio of interferene to ommuniation rangeis 550=250 and the ratios between radio idle, reeive andtransmit power are 1:1.2:1.6. Every edge ativation be-tween two onseutive ells lasts for 200ms. In the waveshedules, all routing happens at the level of the grid over-lay network. A node an send about 10 pakets during anedge ativation given a link bandwidth of 20kbps. The re-eiver wakes up 30ms before the sender to avoid messageloss when loks are subjet to small drifts.The size of a square in a pipelined wave is set to 8 by 8grid ells (instead of 7 by 7) in order to avoid interfereneas a result of small synhronization errors. Experimentsrun for 1000 seonds and the traÆ workload varies from 0to 2500 messages. The time that a message is generated isseleted at random, uniformly over the simulation period.The soure loation of a message is randomly seleted tobe any of the non-empty ells, and the destination to beany of the views. Cells ontaining views and empty ellsare randomly distributed in the network.Energy- vs. delay-based routing. We �rst ompare thebehavior of the PipelinedWave shedule under two waverouting metris: minimum hop-ount and minimum-delay.Reall from Setion 3.2 that due to the sheduling of thewaves, the path with minimum delay is not neessarily thepath of minimum hop ount. Figure 3 shows the aver-age path delay under light load for the two metris, i.e.it shows the time between generation of a message at it-s soure and delivery of the message at its destination.This delay is omputed by deriving information from therouting tables of the nodes. It oinides with the real mes-sage propagation delay when the traÆ is low and nodesan ompletely drain their bu�er during an edge ativa-tion. The minimum-energy routing metri de�nes paths
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Figure 4: E�et of views on delay
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Figure 5: E�et of views on energywith higher delay than the minimum-delay metri and thegap inreases as we inrease the number of holes from 0 to100 (25% of all ells). For 100 holes (or empty ells), theminimum-energy metri yields paths that are 30% slowerthan the minimum-delay metri. The energy overhead ofthe minimum-delay metri was observed to be negligible.In the remainder of the setion, we use minimum-delay asthe default routing metri.Salability with the number of views. Our seondexperiment shows the salability of our sheme with respetto the number of view nodes. Figure 4 shows the averageobserved message delay, whih aptures queueing delay dueto traÆ. We set the number of empty ells to be 0. Withmore view nodes, the load is better balaned aross thenetwork, the average message propagation delay is smallerand the overall apaity of the network inreases. Withmore than 200 messages for a single view the network isoverloaded, and the queues in the network start to grow,and they would ontinue to grow without bounds if wewould not have limited the length of the experiment to 1000seonds. Figure 5 shows that the energy usage of the wavedoes not inrease with the number of views, for a givennumber of messages. This on�rms the nie behaviorof wave routing whih makes it exeptionally suitable forsensor networks with multiple gateway (or view) nodes.E�et of empty ells. We also examine the impat of

 0

 50

 100

 150

 200

 0  500  1000  1500  2000  2500

de
la

y 
(s

ec
s)

Messages

Average Message Delay

PipelinedWaveDelay_step1_holes0
PipelinedWaveDelay_step1_holes20
PipelinedWaveDelay_step1_holes40
PipelinedWaveDelay_step1_holes80

Figure 6: E�et of holes on delay
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Figure 7: E�et of holes on energyempty ells on the performane of wave shedules. Thenumber of views is 10 and a randomly seleted set of 0 to80 ells are set to be holes. Figure 6 shows that the mes-sage lateny inreases with the number of holes: messageswait longer in order to make a turn to bypass a hole. Theapaity of the network is only 500 messages for 20% (80)holes (the message delay inreases onsiderably after thatpoint), whereas it rises to more than 1500 for networkswithout holes. Interestingly, the average energy onsump-tion per non-empty ell (per node) inreases with the num-ber of empty ells, as shown in Figure 7. Although fewermessages are delivered per time unit, these messages fol-low longer paths. Thus every node ends up routing moremessages and spending more energy.4.2 Tree ShedulingWe ompare wave sheduling with an existing tree-basedsheduling and routing sheme [13℄. Trees are generatedusing a ooding mehanism initiated at eah view node.Every node selets as its parent the neighbor on the short-est path to the root (view). It is therefore expeted thatthe paths used in tree shedules are shorter than pathsused in waves, sine the latter are built on top of the gridoverlay. Routing in a tree is trivial: eah non-view nodeforwards every message it reeives to its parent. In a tree-
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Figure 8: Delay: onseutive trees
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Figure 9: Energy: onseutive treesbased shedule, we ativate edges in reverse order of theirdistane from the root, enabling a message to propagatefrom any leaf of the tree to the view node in a single treeativation period. Every tree edge is ativated for 200ms,as in the ase of the wave.To generalize tree sheduling to handle multiple views,we onstrut a olletion of spanning trees, one tree rootedat eah view server. An edge ativation shedule an thenbe derived in several ways. At one extreme is a onserva-tive shedule, whih is simply a onatenation of shedulesfor the individual trees. The simplest onservative shed-ule is to ativate tree rooted at view i + 1 immediatelyafter all edges of tree rooted at view i have been ativated.In this simple onservative shedule, lateny grows linearlywith the number of views. In our experiments we studyenergy-eÆient variants of this simple shedule: We de�nea period p of repeating the ativation of every tree. If wehave m views, the �rst tree is ativated at times f0; p; : : :g,the seond at fp=m; p+ p=m; : : :g, and so on. We assumethat the interval p=m is long enough to ativate all edgesof a single tree, so that onseutive ativations do not over-lap. In Figures 8 and 9, these shedules are referred to asTag Conse Every p, where p is the period between twoativations of the same tree.At the other extreme, we onsider aggressive shedulesthat ativate all trees in parallel. In the simplest aggres-
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Figure 10: Delay: parallel trees
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Figure 11: Energy: parallel treessive shedule, whih is alled Tag Parall, onseutive a-tivations of the same tree follow one another immediatelyafter ompletion. In order to study power-saving variantsof the aggressive shedules, we onsider periodi ativa-tions of the same tree. In our experiments, we use thename Tag Parall Every p to refer to aggressive shedulesin whih all trees are ativated onurrently every p se-onds (Figures 10 and 11).In both onseutive and parallel shedules, we observea graeful tradeo� between energy and delay. As the a-tivation period inreases, the energy dereases at the ex-pense of higher message lateny and smaller network a-paity. Appliations aiming at energy preservation shouldtake into onsideration the traÆ load in order to deter-mine an energy-eÆient tree shedule. For instane, themost energy-eÆient onseutive shedule that ahieves aapaity of 1000 messages has period 60 seonds (Figure 8).Likewise, the most energy-eÆient parallel shedule thatahieves a apaity of 1000 messages is ativated approx-imately every 12 seonds (Figure 10). Beyond 1000 mes-sages (per 1000 seonds), the delay for these two shedulesstarts inreasing and it would inrease without bounds hadwe ontinued to generate messages with the same rate forlonger periods.
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Figure 12: Delay: 802.11
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Figure 13: Energy: 802.114.3 IEEE 802.11 with Di�erent Duty CylesBesides tree sheduling, in whih edges are ativated inreverse order of their distane to the root, we also studypower-onserving variants of the IEEE 802.11 protool. Wevary the duty yle of the protool, by turning o� the ra-dio regularly and allowing ommuniation only 1 to 10%of the time. The performane of the resulting shemes,namedDuty Cyle x, is shown in Figures 12 and 13. Rout-ing is performed as in tree-sheduling, i.e. messages followthe shortest paths to the views. Notie that for a load of1000 messages we an only selet duty yles greater than8%, otherwise the traÆ exeeds network apaity and thequeues inrease without bound. The reader an see trendsin energy and delay similar to those observed in the tree-sheduling shemes. As the duty yle dereaases, the av-erage message delay dereases signi�antly at the expenseof higher energy usage.4.4 Comparison with Other ShemesIn order to ompare di�erent protools we �rst sele-t a traÆ load and then onsider only protools thatan serve this load without exeeding apaity (the pointat whih average delay begins to inrease). We om-pare the most energy-eÆient versions of di�erent pro-
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Figure 14: Comparing shemes
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Figure 15: Comparing shemestools (with 10 views and 10% empty ells): for 1000messages, we selet the variants Tag Conse Every 60,Tag Parall Every 12, Duty Cyle 8 and the pipelinedwave with step 1. From the previous graphs, the readeran see that these are the variants of di�erent protool-s that aomodate the given traÆ with the least energyonsumption.Figure 14 shows that the wave protool has the longestdelay, followed by the onseutive tree shedule, the par-allel tree shedule and the 802.11 (with duty yle 8%).The reverse pattern is observed with respet to node en-ergy onsumption in Figure 15. The wave protool is atone extreme, o�ering the most energy savings (better byan order of magnitude than any other sheme) at the ostof higher delay. The 802.11 protool with duty yle 8%is at the other extreme o�ering very small message delaysat the ost of higher energy. The energy-delay tradeo� ofthe two tree sheduling algorithms is also worth observing:ativating trees onseutively (as opposed to onurrently)saves energy beause it avoids interferene among di�erenttrees, but it inurs higher message latenies.5 Related WorkThe advent of sensor network tehnology has reently at-trated a lot of attention to MAC and routing protools



that are spei�ally tailored for energy-onstrained ad-howireless systems.MAC protools: Medium aess protools are dividedinto two main ategories, ontention-based and shedule-based protools, depending on whether they resolve orompletely avoid ollisions at the wireless medium. IEEE802.11 [17℄ is the most widely used ontention-based pro-tool; although nodes an periodially swith to a powersaving mode, in the ative periods they su�er from inter-ferene and overhearing. The PAMAS MAC-level protoolturns radios o� when nodes are not ommuniating [18℄,but it requires a seond hannel for RTS-CTS messages.PioNet also allows nodes to turn o� their radios [19℄; anode wishing to ommuniate must stay awake listeningfor a broadast message announing its neighbor's reati-vation. In S-MAC [20, 21℄, nodes are loally synhronizedto follow a periodi listen and sleep sheme. S-MAC doesnot expliitly avoid ontention for the medium, but reduesthe period of overhearing by sending long DATA paketsannotated with their lengths. Sift [22℄ is a randomized C-SMA protool that aims at reduing lateny, rather thanenergy, in ase of spatially-orrelated ontention.Shedule-based MAC protools onserve energy byavoiding message retransmissions or idle listening [23, 24,25℄. NAMA [24℄ and TRAMA [25℄ avoid all ollisions atthe MAC layer by announing the shedules of nodes inthe 2-hop neighborhood and eleting nodes to transmit ina given time slot. Our waves avoid shedule propagationoverhead, at the expense of having �xed slots for everyedge ativation. Fixed assignment of ommuniation slotsa�ets message lateny, but not the energy onsumption atthe nodes. TRAMA does not onsider interferene due toACK messages, sine it assumes that nodes that are threehops away an shedule transmissions unurrently.GAF (Geographial Adaptive Fidelity) [8, 26℄ is a topol-ogy ontrol sheme that onserves energy by identifyingnodes that are equivalent from a routing perspetive (be-long to the same ell) and then turning o� unneessarynodes. The proposed wave algorithms are tightly integrat-ed with the GAF protool. Unlike S-MAC (a ontention-based sheme) and TRAMA (a shedule-based sheme),under low traÆ, the propagation delay of messages froma soure to a destination over a multi-hop path is almostonstant. It depends only on the topology of the network,i.e. whih ells are empty, whih does not hange veryrapidly. This desirable property stems from the fat thatwave shedules oordinate radio usage aross the sensornetwork.Routing algorithms: Several routing protools for ad-ho networks have been proposed in the literature [27℄.There has also been a plethora of work on energy-awarerouting [18, 28, 29℄ but without onsidering the interplay ofrouting and sheduling. The TinyDB Projet at Berkeleyinvestigates tree-based routing and sheduling tehniquesfor sensor networks [13, 30℄. Tree-based routing is tightlyombined with node sheduling; all nodes in the same levelof the tree are sheduled to send messages to their parentsonurrently at a time interval that depends on their dis-tane from the root. Tree-based routing and sheduling isa representative example of the tight oupling between theMAC and routing layers in sensor networks. In this paperwe have shown a di�erent kind of interation, namely howgiven a ertain shedule of edge ativations, we an identify

routes that yield minimum message delays.An energy-eÆient aggregation tree using data-entrireinforement strategies is proposed in [31℄. A two-tier ap-proah for data dissemination to multiple mobile sinks isdisussed in [32℄. Pearlman et al. [33℄ propose an energydependent partiipation sheme, where a node periodial-ly re-evaluates its partiipation in the network based onthe residual energy in its battery. GEAR [29℄ uses energy-aware neighbor seletion to route a paket towards a tar-get region and restrited ooding to disseminate the pak-et inside the destination region; it addresses the problemof energy onservation from a routing perspetive withoutonsidering the interplay of routing and node sheduling.6 Conlusions and Future WorkIn this paper, we have presented a lass of algorithms thatallow us to trade energy versus delay for data dissemina-tion in sensor networks. Our approah is based on arefullysheduling the sensor nodes so that eah node an stay idlemost of the time, turning on its radio only at sheduled in-tervals during whih it an reeive or send a message. Ourexperiments show that the proposed wave sheduling algo-rithm results in signi�ant energy savings at the expenseof inreased message lateny.In the future, we plan to study irregular wave shedules,in whih we relax the urrent assumption that every diret-ed edge in the network is sheduled regularly one per peri-od, and thus has the same apaity. In pratie, inomingedges to view nodes are expeted to be more heavily loadedthan edges at the border of the network. We believe thatbetter network utilization an be ahieved by onsideringa more general lass of wave shedules in whih di�erentedges are ativated with di�erent rates. For instane, thenetwork an be divided into highways (frequently-ativatededges) and driveways (low-apaity edges). It would be in-teresting to study the tradeo� between energy and delayin suh an irregular model.Another interesting diretion is to investigate the prob-lem of time synhronization for wave shedules. Existingapproahes, like RBS [11℄ and TPSN [12℄, provide tightsynhronization bounds and exhibit good multi-hop behav-ior { with high probability, the error is less than linear inthe number of hops. Using a tree-based approah, theyaim at providing a global timesale exeeding the more re-laxed requirements of wave shedules. Their performaneis therefore bound to deay for very large networks. Weintend to investigate highly distributed and salable algo-rithms that are spei�ally tailored to ahieve good timesynhronization among nodes within interferene range, in-stead of ahieving global synhronization.Referenes[1℄ S. Ratnasamy, B. Karp, L. Yin, F. Yu, D. Estrin,R. Govindan, and S. Shenker, \Ght: A geographihash table for data-entri storage," in WSNA, 2002.[2℄ A. Ghose, J. Grossklags, and J. Chuang, \Resilien-t data-entri storage in wireless ad-ho sensor net-works," in MDM, 2003, pp. 45{62.[3℄ B. Chen, K. Jamieson, H. Balakrishnan, and R. Mor-ris, \Span: A energy-eÆient oordination algorithm
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