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Abstract

A 'long memory' property of stock market returns is investigated in this paper. It is found that not only there is substantially more correlation between absolute returns than returns themselves, but the power transformation of the absolute return \( |r_t|^d \) also has quite high autocorrelation for long lags. It is possible to characterize \( |r_t|^d \) to be 'long memory' and this property is strongest when \( d \) is around 1. This result appears to argue against ARCH type specifications based upon squared returns. But our Monte-Carlo study shows that both ARCH type models based on squared returns and those based on absolute return can produce this property. A new general class of models is proposed which allows the power \( \delta \) of the heteroskedasticity equation to be estimated from the data.

1. Introduction

If \( r_t \) is the return from a speculative asset such as a bond or stock, this paper considers the temporal properties of the functions \( |r_t|^d \) for positive values of \( d \). It is well known that the returns themselves contain little serial correlation, in agreement with the efficient market theory. However, Taylor (1986) found that \( |r_t| \) has significant positive serial correlation over long lags. This property is examined on long daily stock market price series. It is possible to characterize \( |r_t|^d \) to be 'long-memory', with quite high autocorrelations for long lags. It is also found, as an empirical fact, that this property is strongest for \( d = 1 \) or near 1 compared to both smaller and larger positive values of \( d \). This result appears to argue against ARCH type specifications based upon squared returns. The paper examines whether various classes of models are consistent with this observation. A new general class of models is then proposed which allows the power \( \delta \) of the heteroskedasticity equation to be estimated from the data.
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The remainder of this paper is organized as follows: In section 2, we give a brief description of the data we use. In section 3 we carry out the autocorrelation and cross-correlation analysis. The special pattern of the autocorrelogram and crosscorrelogram of the stock returns is exploited and presented. Section 4 investigates the effect of temporal aggregation on the autocorrelation structure and examines the short sample autocorrelation property of stock returns. Section 5 presents a Monte-Carlo study of various financial models. Based on this, we propose a new general class of models in section 6. Section 7 concludes the analysis.

2. The data

The data set we will analyze in this paper is the Standard & Poor 500 (hereafter S&P 500) stock market daily closing price index. There are altogether 17055 observations from Jan 3, 1928 to Aug 30, 1991. Denote \( p_t \) as the price index for S&P 500 at time \( t \) \((t = 0, \ldots, 17055)\). Define

\[
    r_t = \ln p_t - \ln p_{t-1}
\]

as the compounded return for S&P 500 price index at time \( t \) \((t = 1, \ldots, 17054)\).

Table 2.1 gives the summary statistics for \( r_t \). We can see from table 2.1 that the kurtosis for \( r_t \) of 25.42 is higher than that of a normal distribution which is 3. The kurtosis and studentized range statistics (which is the range divided by standard deviation) show the characteristic "fat-tailed" behavior compared with a normal distribution. The Jarque–Bera normality test statistic is far beyond the critical value which suggests that \( r_t \) is far from a normal distribution.

Figs. 2.1, 2.2 and 2.3 give the plots of \( p_t, r_t, \) and \( |r_t| \). We can see from the figures the long run movement of daily \( p_t, r_t, |r_t| \) over the past 62 years. There is an upward trend for \( p_t \), but \( r_t \) is rather stable around mean \( \mu = 0.00018 \). From the series \( |r_t| \), we can clearly see the observation of Mandelbrot (1963) and Fama (1965) that large absolute returns are more likely than small absolute returns to

<table>
<thead>
<tr>
<th>data</th>
<th>sample size</th>
<th>mean</th>
<th>std</th>
<th>skewness</th>
<th>kurtosis</th>
<th>min</th>
<th>max</th>
<th>range</th>
<th>normality test</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_t )</td>
<td>17054</td>
<td>0.00018</td>
<td>0.0115</td>
<td>-0.487</td>
<td>25.42</td>
<td>-0.228</td>
<td>0.154</td>
<td>33</td>
<td>357788</td>
</tr>
</tbody>
</table>

\(^1\)We are indebted to William Schwert for providing us the data.
be followed by a large absolute return. The market volatility is changing over time which suggests a suitable model for the data should have a time varying volatility structure as suggested by the ARCH model. During the Great Depression of 1929 and early 1930s, volatilities are much higher than any other period. There is a sudden drop in prices on Black Monday's stock market crash of 1987, but unlike the Great Depression, the high market volatility did not last very long. Otherwise, the market is relatively stable.

3. Autocorrelation analysis of the return series

It is now well established that the stock market returns themselves contain little serial correlation [Fama (1970), Taylor (1986)] which is in agreement with the efficient market theory. But this empirical fact does not necessarily imply that
returns are independently identically distributed as many theoretical financial models assume. It is possible that the series is serially uncorrelated but is dependent. The stock market data is especially so since if the market is efficient, a stock's price should change with the arrival of information. If information comes in bunches, the distribution of the next return will depend on previous returns although they may not be correlated.

Taylor (1986) studied the correlations of the transformed returns for 40 series and concluded that the returns process is characterized by substantially more correlation between absolute or squared returns than there is between the returns themselves. Kariya et al. (1990) obtained a similar result when studying Japanese stock prices. Extending this line we will examine the autocorrelation of \( r_t \) and \( |r_t|^d \) for positive \( d \) in this section, where \( r_t \) is the S&P 500 stock return.

Table 3.1 gives the sample autocorrelations of \( r_t \), \( |r_t| \) and \( r_t^2 \) for lags 1 to 5 and 10, 20, 40, 70, 100. We plot the autocorrelogram of \( r_t \), \( |r_t| \) and \( r_t^2 \) from lag 1 to lag 100 in fig. 3.1. The dotted lines show \( \pm 1.96/\sqrt{T} \) which is the 95% confidence interval for the estimated sample autocorrelations if the process \( r_t \) is independently and identically distributed (hereafter i.i.d.). In our case \( T = 17054 \) so \( \pm 1.96/\sqrt{T} = 0.015 \). It is proved [Bartlett (1946)] that if \( r_t \) is a i.i.d process then the sample autocorrelation \( \rho_t \) is approximately \( N(0, 1/T) \). In fig. 3.1, about one quarter of the sample autocorrelations within lag 100 are outside the 95% confidence interval for a i.i.d process. The first lag autocorrelation is 0.063 which is significantly positive. Many other researchers [see Fama (1976), Taylor (1986), Hamao et al. (1990)] also found that most stock market

<table>
<thead>
<tr>
<th>data</th>
<th>lag 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>70</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_t )</td>
<td>0.063</td>
<td>-0.039</td>
<td>-0.004</td>
<td>0.031</td>
<td>0.022</td>
<td>0.018</td>
<td>0.017</td>
<td>0.000</td>
<td>0.000</td>
<td>0.004</td>
</tr>
<tr>
<td>(</td>
<td>r_t</td>
<td>)</td>
<td>0.318</td>
<td>0.323</td>
<td>0.322</td>
<td>0.296</td>
<td>0.303</td>
<td>0.247</td>
<td>0.237</td>
<td>0.200</td>
</tr>
<tr>
<td>( r_t^2 )</td>
<td>0.218</td>
<td>0.234</td>
<td>0.173</td>
<td>0.140</td>
<td>0.193</td>
<td>0.107</td>
<td>0.083</td>
<td>0.059</td>
<td>0.058</td>
<td>0.045</td>
</tr>
</tbody>
</table>

Fig. 3.1. Autocorrelation of \( |r_t|, r_t^2 \) from high to low.
return series have a very small positive first order autocorrelation. The small positive first order autocorrelation suggests that the $r_t$ do have some memory although it is very short and there is a portion of stock market returns that is predictable although it might be a very small one. So the efficient market or random walk hypothesis does not hold strictly. Alternatively, this could be from non-synchronous measurement of prices. The second lag autocorrelation ($= -0.039$) is significantly negative which supports the so called 'mean-reversion' behaviour of stock market returns. This suggests that the S&P 500 stock market return series is not a realization of an i.i.d process.

Furthermore, if $r_t$ is an i.i.d process, then any transformation of $r_t$ is also an i.i.d process, so will be $|r_t|$ and $r_t^2$. The standard error of the sample autocorrelation of $|r_t|$ will be $1/\sqrt{T} = 0.015$ if $r_t$ has finite variance, the same standard error is applicable for the sample autocorrelation of $r_t^2$ providing the $r_t$ also have finite kurtosis. But from fig. 3.1, it is seen that not only the sample autocorrelations of $|r_t|$ and $r_t^2$ are all outside the 95% confidence interval but also they are all positive over long lags. Further, the sample autocorrelations for absolute returns are greater than the sample autocorrelations for squared returns at every lag up to at least 100 lags. It is clear that the S&P 500 stock market return process is not an i.i.d process.

Based on the finding above, we further examined the sample autocorrelations of the transformed absolute S&P 500 returns $|r_t|^d$ for various positive $d$. Table 3.2 gives $\text{corr}(|r_t|^d, |r_{t+1}|^d)$ for $d = 0.125, 0.25, 0.50, 0.75, 1, 1.25, 1.5, 1.75, 2, 3$ at lags 1 to 5 and 10, 20, 40, 70, 100. Figs. 3.2, 3.3 show the autocorrelogram of $|r_t|^d$ from lag 1 to 100 for $d = 1, 0.50, 0.25, 0.125$ in fig. 3.2 and $d = 1, 1.25, 1.5, 1.75, 2$ in fig. 3.3. From table 3.2 and figs. 3.2, 3.3 it is seen that the conclusion obtained above remains valid. All the power transformations of the absolute return have significant positive autocorrelations at least up to lag 100 which supports the claim that stock market returns have long-term memory. The autocorrelations decrease fast in the first month and then decrease very slowly. The most

<table>
<thead>
<tr>
<th>$d$</th>
<th>lag 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>70</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.110</td>
<td>0.108</td>
<td>0.102</td>
<td>0.098</td>
<td>0.121</td>
<td>0.100</td>
<td>0.100</td>
<td>0.095</td>
<td>0.065</td>
<td>0.089</td>
</tr>
<tr>
<td>0.25</td>
<td>0.186</td>
<td>0.181</td>
<td>0.182</td>
<td>0.176</td>
<td>0.193</td>
<td>0.164</td>
<td>0.164</td>
<td>0.148</td>
<td>0.120</td>
<td>0.131</td>
</tr>
<tr>
<td>0.5</td>
<td>0.257</td>
<td>0.255</td>
<td>0.263</td>
<td>0.251</td>
<td>0.259</td>
<td>0.222</td>
<td>0.221</td>
<td>0.192</td>
<td>0.166</td>
<td>0.165</td>
</tr>
<tr>
<td>0.75</td>
<td>0.297</td>
<td>0.299</td>
<td>0.305</td>
<td>0.286</td>
<td>0.291</td>
<td>0.246</td>
<td>0.241</td>
<td>0.207</td>
<td>0.180</td>
<td>0.173</td>
</tr>
<tr>
<td>1</td>
<td>0.318</td>
<td>0.323</td>
<td>0.322</td>
<td>0.296</td>
<td>0.303</td>
<td>0.247</td>
<td>0.237</td>
<td>0.200</td>
<td>0.174</td>
<td>0.162</td>
</tr>
<tr>
<td>1.25</td>
<td>0.319</td>
<td>0.326</td>
<td>0.312</td>
<td>0.280</td>
<td>0.295</td>
<td>0.227</td>
<td>0.211</td>
<td>0.174</td>
<td>0.153</td>
<td>0.138</td>
</tr>
<tr>
<td>1.5</td>
<td>0.300</td>
<td>0.309</td>
<td>0.278</td>
<td>0.242</td>
<td>0.270</td>
<td>0.192</td>
<td>0.170</td>
<td>0.136</td>
<td>0.122</td>
<td>0.106</td>
</tr>
<tr>
<td>1.75</td>
<td>0.264</td>
<td>0.276</td>
<td>0.228</td>
<td>0.192</td>
<td>0.234</td>
<td>0.149</td>
<td>0.125</td>
<td>0.095</td>
<td>0.088</td>
<td>0.073</td>
</tr>
<tr>
<td>2</td>
<td>0.218</td>
<td>0.234</td>
<td>0.173</td>
<td>0.140</td>
<td>0.193</td>
<td>0.107</td>
<td>0.085</td>
<td>0.059</td>
<td>0.025</td>
<td>0.045</td>
</tr>
<tr>
<td>3</td>
<td>0.066</td>
<td>0.088</td>
<td>0.036</td>
<td>0.025</td>
<td>0.072</td>
<td>0.019</td>
<td>0.009</td>
<td>0.004</td>
<td>0.006</td>
<td>0.003</td>
</tr>
</tbody>
</table>
interesting finding from the autocorrelogram is that $|r_t|^d$ has the largest autocorrelation at least up to lag 100 when $d = 1$ or is near 1. The autocorrelation gets smaller almost monotonically when $d$ goes away from 1.

To illustrate this more clearly, we calculate the sample autocorrelations $\rho_\tau(d)$ as a function of $d$, $d > 0$, for $\tau = 1, 2, 5, 10$ and taking $d = 0.125, 0.130, \ldots, 1.745, 1.750, 2, 2.25, \ldots, 4.75, 5$. Figs. 3.4, 3.5, 3.6 and 3.7 give the plots of calculated $\rho_\tau(d)$ at $\tau = 1, 2, 5, 10$. It is seen clearly from these figures that the autocorrelation $\rho_\tau(d)$ is a smooth function of $d$. There is a saddle point $\tilde{d}$ between 2 and 3 such that when $d < \tilde{d}$, $\rho_\tau(d)$ is a concave function and when $d > \tilde{d}$, $\rho_\tau(d)$ is a convex function of $d$. There is a unique point $d^*$ around 1 such that $\rho_\tau(d)$ reaches its maximum at this point, $\rho_\tau(d^*) > \rho_\tau(d)$ for $d \neq d^*$. 
In fact, $|r|^d$ has positive autocorrelations over a much longer lags than 100. Table 3.3 shows the lags ($\tau^*$) at which the first negative autocorrelation of $|r|^d$ occurs for various $d$. It can be seen from the table that in most cases, $|r|^d$ has positive autocorrelations over more than 2500 lags. Since there are about 250 working days every year, the empirical finding suggests that $|r|^d$ has positive autocorrelations for over 10 years!
Table 3.5

<table>
<thead>
<tr>
<th>$d$</th>
<th>0.125</th>
<th>0.25</th>
<th>0.5</th>
<th>0.75</th>
<th>1</th>
<th>1.25</th>
<th>1.5</th>
<th>1.75</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau^*$</td>
<td>2028</td>
<td>2534</td>
<td>2704</td>
<td>2705</td>
<td>2705</td>
<td>2705</td>
<td>2685</td>
<td>2598</td>
<td>520</td>
<td></td>
</tr>
</tbody>
</table>

We pick $|r|$ as a typical transform of the return series here and plot its sample autocorrelations up to lag 2500 in fig. 3.8. The dotted lines are 95% confidence interval for the estimated sample autocorrelation of an i.i.d process as before. It is striking that all the sample autocorrelations are not only positive but also stay outside the confidence interval. Different models have been tried to approximate this sample autocorrelation curve, including: (1) $\rho_t$, an exponentially decreasing function of $\tau(\rho_t = \alpha \beta^\tau)$ (which is similar to the autocorrelation function of a ARMA model); (2) $\rho_t$ the same as the autocorrelation function of a fractionally integrated process [see Granger and Joyeux (1980)]

$$
\rho_t = \frac{\Gamma(1-\beta)}{\Gamma(\beta)} \frac{\Gamma(\tau+\beta)}{\Gamma(\tau+1-\beta)}
= \frac{\Gamma(1-\beta)}{\Gamma(\beta)} \frac{(\tau+\beta-1)\ldots \beta \Gamma(\beta)}{(\tau-\beta)\ldots(1-\beta) \Gamma(1-\beta)}
= \rho_{t-1} \frac{(\tau+\beta-1)}{(\tau-\beta)}
$$

(2)

and (3) $\rho_t$, a polynomially decreasing function of $\tau(\rho_t = \alpha/\tau^\beta)$ which is approximately the same as (2) when $\tau$ is large. It is found, compared to the real data, that the fitted autocorrelation using method (1) decreases too slowly at the beginning
and then too fast at the end while by using methods (2) and (3) the opposite result is found.

The final preferred model is a combination of these methods. A theoretical autocorrelation function is specified as follows:

$$\rho_t = \frac{\alpha \rho_{t-1} \beta_2}{\tau^\beta_3}$$

(3)

which can easily be transformed to a linear model

$$\log \rho_t = \log \alpha + \beta_1 \log \rho_{t-1} + \tau \log \beta_2 - \beta_3 \log \tau.$$  

(4)

Let $\alpha^* = \log \alpha$, $\beta_1^* = \beta_1$, $\beta_2^* = \log \beta_2$, and $\beta_3^* = -\beta_3$, then

$$\log \rho_t = \alpha^* + \beta_1^* \log \rho_{t-1} + \beta_2^* \tau + \beta_3^* \log \tau.$$  

(5)

Ordinary Least Squares gives as estimates:

$$\log \rho_t = -0.049 + 0.784 \log \rho_{t-1} - 0.195 \times 10^{-4} \tau - 0.057 \log \tau,$$

(6)

$$(-3.9) \quad (62.9) \quad (-5.9) \quad (-9.1)$$

$R^2 = 0.92$, $D-W = 2.65$.

The $t$-statistics inside parentheses show that all the parameters are significant. After transferring the above equation back to autocorrelations one gets:

$$\rho_t = 0.893 \rho_{t-1}^{0.784} (0.999955)^{\tau} / \tau^{0.057}.$$  

(7)

Fig. 3.9 plots the fitted autocorrelations (dotted line) and the sample autocorrelations themselves. It is seen that the theoretical model fits the actual sample autocorrelations quite well.

Similar studies were also carried out for the New York Stock Exchange daily price index and the German daily stock market price index (DAX) over a shorter sample period (1962–1989 for NYSE, 1980–1991 for DAX); we get similar
autocorrelation structures for transformed returns. Furthermore, we did the cross-correlation analysis of transformed S&P 500 and New York Stock Exchange daily returns series and also found the cross-correlation is the biggest when \( d = 1 \) and that it also has long memory. This suggests there may be volatility co-persistence for these two stock market index prices (see Bollerslev and Engle 1989). Our conjecture is that this property will exist in most financial series.

4. Sensitivity of autocorrelation structure

We now further investigate the effect of temporal aggregation on the autocorrelation structure. Table 3.4 gives the autocorrelations of \( |\tilde{r}_{t,s}|^d \), where \( \tilde{r}_{t,s} \) is the 5 day temporal average of \( r_t \), i.e.

\[
\tilde{r}_{t,s} = \frac{1}{5} (r_{t+1} + r_{t+2} + \ldots + r_{t+5}),
\]

where \( t = 1, 2, \ldots, 3410 \) and \( t' = 5(t-1) \). It can be seen that the temporal aggregation does not change the long memory property of the absolute return series. \( \rho_d(|\tilde{r}_{t,s}|) \) still reaches a unique maximum when \( d \) is around 1 or 1.25 for different lags \( \tau \). Compared with the original daily series, the first order autocorrelation for \( |\tilde{r}_{t,s}|^d \) is much bigger than the second one. Although the temporally aggregated return series here is not exactly the same as a weekly return series, we expect a similar result will hold for the weekly data.

It should also be noted from fig. 2.2 that the volatility structure differs considerably between the pre-war and the post-war period. The pre-war period (1928–1945) is much more volatile than the post-war period (1946–1986). It will be interesting to look at the memory structure for these two periods. Table 3.5

<table>
<thead>
<tr>
<th>( d )</th>
<th>lag 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>70</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.145</td>
<td>0.109</td>
<td>0.148</td>
<td>0.149</td>
<td>0.136</td>
<td>0.105</td>
<td>0.129</td>
<td>0.077</td>
<td>0.072</td>
<td>0.041</td>
</tr>
<tr>
<td>0.25</td>
<td>0.187</td>
<td>0.155</td>
<td>0.184</td>
<td>0.184</td>
<td>0.169</td>
<td>0.137</td>
<td>0.158</td>
<td>0.102</td>
<td>0.095</td>
<td>0.052</td>
</tr>
<tr>
<td>0.5</td>
<td>0.247</td>
<td>0.213</td>
<td>0.229</td>
<td>0.227</td>
<td>0.204</td>
<td>0.180</td>
<td>0.188</td>
<td>0.136</td>
<td>0.126</td>
<td>0.065</td>
</tr>
<tr>
<td>0.75</td>
<td>0.296</td>
<td>0.255</td>
<td>0.261</td>
<td>0.255</td>
<td>0.223</td>
<td>0.212</td>
<td>0.203</td>
<td>0.161</td>
<td>0.149</td>
<td>0.074</td>
</tr>
<tr>
<td>1</td>
<td>0.332</td>
<td>0.279</td>
<td>0.279</td>
<td>0.267</td>
<td>0.227</td>
<td>0.233</td>
<td>0.205</td>
<td>0.175</td>
<td>0.163</td>
<td>0.079</td>
</tr>
<tr>
<td>1.25</td>
<td>0.352</td>
<td>0.286</td>
<td>0.282</td>
<td>0.263</td>
<td>0.217</td>
<td>0.243</td>
<td>0.197</td>
<td>0.178</td>
<td>0.168</td>
<td>0.080</td>
</tr>
<tr>
<td>1.5</td>
<td>0.356</td>
<td>0.277</td>
<td>0.271</td>
<td>0.245</td>
<td>0.196</td>
<td>0.242</td>
<td>0.180</td>
<td>0.173</td>
<td>0.164</td>
<td>0.076</td>
</tr>
<tr>
<td>1.75</td>
<td>0.349</td>
<td>0.255</td>
<td>0.250</td>
<td>0.217</td>
<td>0.169</td>
<td>0.231</td>
<td>0.160</td>
<td>0.160</td>
<td>0.153</td>
<td>0.069</td>
</tr>
<tr>
<td>2</td>
<td>0.332</td>
<td>0.227</td>
<td>0.223</td>
<td>0.186</td>
<td>0.140</td>
<td>0.214</td>
<td>0.138</td>
<td>0.144</td>
<td>0.138</td>
<td>0.061</td>
</tr>
<tr>
<td>3</td>
<td>0.237</td>
<td>0.109</td>
<td>0.115</td>
<td>0.075</td>
<td>0.048</td>
<td>0.124</td>
<td>0.068</td>
<td>0.079</td>
<td>0.073</td>
<td>0.026</td>
</tr>
</tbody>
</table>
Table 3.5
Autocorrelations of \( |r_{ii}^d| \) 1928–1945.

<table>
<thead>
<tr>
<th>( d )</th>
<th>lag 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>70</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.114</td>
<td>0.135</td>
<td>0.126</td>
<td>0.117</td>
<td>0.138</td>
<td>0.131</td>
<td>0.122</td>
<td>0.118</td>
<td>0.067</td>
<td>0.115</td>
</tr>
<tr>
<td>0.25</td>
<td>0.201</td>
<td>0.227</td>
<td>0.231</td>
<td>0.204</td>
<td>0.215</td>
<td>0.200</td>
<td>0.197</td>
<td>0.183</td>
<td>0.128</td>
<td>0.158</td>
</tr>
<tr>
<td>0.5</td>
<td>0.273</td>
<td>0.298</td>
<td>0.311</td>
<td>0.275</td>
<td>0.276</td>
<td>0.245</td>
<td>0.245</td>
<td>0.216</td>
<td>0.169</td>
<td>0.172</td>
</tr>
<tr>
<td>0.75</td>
<td>0.300</td>
<td>0.323</td>
<td>0.332</td>
<td>0.296</td>
<td>0.294</td>
<td>0.251</td>
<td>0.248</td>
<td>0.212</td>
<td>0.172</td>
<td>0.162</td>
</tr>
<tr>
<td>1</td>
<td>0.310</td>
<td>0.329</td>
<td>0.329</td>
<td>0.296</td>
<td>0.293</td>
<td>0.241</td>
<td>0.232</td>
<td>0.192</td>
<td>0.159</td>
<td>0.141</td>
</tr>
<tr>
<td>1.25</td>
<td>0.310</td>
<td>0.323</td>
<td>0.310</td>
<td>0.280</td>
<td>0.281</td>
<td>0.223</td>
<td>0.205</td>
<td>0.163</td>
<td>0.138</td>
<td>0.116</td>
</tr>
<tr>
<td>1.5</td>
<td>0.302</td>
<td>0.310</td>
<td>0.283</td>
<td>0.256</td>
<td>0.260</td>
<td>0.199</td>
<td>0.173</td>
<td>0.130</td>
<td>0.114</td>
<td>0.090</td>
</tr>
<tr>
<td>1.75</td>
<td>0.289</td>
<td>0.292</td>
<td>0.251</td>
<td>0.226</td>
<td>0.236</td>
<td>0.175</td>
<td>0.141</td>
<td>0.099</td>
<td>0.091</td>
<td>0.067</td>
</tr>
<tr>
<td>2</td>
<td>0.273</td>
<td>0.272</td>
<td>0.218</td>
<td>0.196</td>
<td>0.211</td>
<td>0.151</td>
<td>0.111</td>
<td>0.072</td>
<td>0.070</td>
<td>0.047</td>
</tr>
<tr>
<td>3</td>
<td>0.201</td>
<td>0.194</td>
<td>0.114</td>
<td>0.098</td>
<td>0.128</td>
<td>0.076</td>
<td>0.034</td>
<td>0.012</td>
<td>0.020</td>
<td>0.007</td>
</tr>
</tbody>
</table>

Table 3.6
Autocorrelations of \( |r_{ii}^d| \) 1946–1986.

<table>
<thead>
<tr>
<th>( d )</th>
<th>lag 1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>10</th>
<th>20</th>
<th>40</th>
<th>70</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.125</td>
<td>0.089</td>
<td>0.062</td>
<td>0.054</td>
<td>0.057</td>
<td>0.086</td>
<td>0.047</td>
<td>0.054</td>
<td>0.051</td>
<td>0.041</td>
<td>0.038</td>
</tr>
<tr>
<td>0.25</td>
<td>0.129</td>
<td>0.095</td>
<td>0.086</td>
<td>0.102</td>
<td>0.126</td>
<td>0.082</td>
<td>0.082</td>
<td>0.068</td>
<td>0.058</td>
<td>0.053</td>
</tr>
<tr>
<td>0.5</td>
<td>0.162</td>
<td>0.128</td>
<td>0.121</td>
<td>0.141</td>
<td>0.158</td>
<td>0.111</td>
<td>0.106</td>
<td>0.082</td>
<td>0.068</td>
<td>0.066</td>
</tr>
<tr>
<td>0.75</td>
<td>0.181</td>
<td>0.151</td>
<td>0.143</td>
<td>0.164</td>
<td>0.175</td>
<td>0.126</td>
<td>0.119</td>
<td>0.088</td>
<td>0.067</td>
<td>0.068</td>
</tr>
<tr>
<td>1</td>
<td>0.191</td>
<td>0.167</td>
<td>0.157</td>
<td>0.180</td>
<td>0.182</td>
<td>0.133</td>
<td>0.123</td>
<td>0.089</td>
<td>0.062</td>
<td>0.064</td>
</tr>
<tr>
<td>1.25</td>
<td>0.194</td>
<td>0.178</td>
<td>0.163</td>
<td>0.191</td>
<td>0.180</td>
<td>0.134</td>
<td>0.120</td>
<td>0.084</td>
<td>0.053</td>
<td>0.056</td>
</tr>
<tr>
<td>1.5</td>
<td>0.189</td>
<td>0.182</td>
<td>0.160</td>
<td>0.198</td>
<td>0.170</td>
<td>0.129</td>
<td>0.110</td>
<td>0.074</td>
<td>0.042</td>
<td>0.046</td>
</tr>
<tr>
<td>1.75</td>
<td>0.178</td>
<td>0.179</td>
<td>0.150</td>
<td>0.200</td>
<td>0.154</td>
<td>0.119</td>
<td>0.095</td>
<td>0.061</td>
<td>0.031</td>
<td>0.036</td>
</tr>
<tr>
<td>2</td>
<td>0.163</td>
<td>0.170</td>
<td>0.135</td>
<td>0.199</td>
<td>0.133</td>
<td>0.105</td>
<td>0.078</td>
<td>0.047</td>
<td>0.021</td>
<td>0.027</td>
</tr>
<tr>
<td>3</td>
<td>0.099</td>
<td>0.104</td>
<td>0.066</td>
<td>0.173</td>
<td>0.056</td>
<td>0.047</td>
<td>0.023</td>
<td>0.010</td>
<td>0.002</td>
<td>0.005</td>
</tr>
</tbody>
</table>

shows the autocorrelations of \( |r_{ii}^d| \) for the pre-war period (1928–1945). It is seen that the magnitude of the autocorrelation for \( |r_{ii}^d| \) is about the same as those in table 3.2. \( |r_{ii}| \) has the largest autocorrelation for the first two lags and then this property becomes strongest for \( |r_{ii}|^{0.75} \) or \( |r_{ii}|^{0.5} \).

Table 3.6 gives the autocorrelations of \( |r_{ii}^d| \) for the post-war period (1946–1986). It is clear from the table that during this less volatile period the market has both a smaller and a shorter memory in the sense that the autocorrelations are smaller and decrease faster. The autocorrelations are only about two thirds as big as those of the pre-war period.

Comparing table 3.2, 3.5 and 3.6 we can probably say that the long memory property that was found in the whole sample period can be mainly attributed to the pre-war period. The market has a strong and long memory of big events like the great depression in 1929 and early 1930s when volatility was very high.
5. Monte-Carlo study of various financial time series models

The empirical findings of section 3 and 4 have strong implications for the modeling of financial time series. Taylor (1986) showed neither day-of-the-week effects nor a linear, correlated process can provide satisfactory explanation of the significant correlations among absolute return series, where a linear correlated process can be represented as

\[ r_t = r + \sum_{i=0}^{\infty} \alpha_i e_{t-i}. \]  

(9)

where \( r \) and \( \alpha_i \) are constants with \( \alpha_0 = 1 \), \( e_t \) is a zero-mean i.i.d process. Taylor concludes that any reasonable model must be a non-linear one. Furthermore, the special autocorrelation pattern of \(|r_t|^d\) found in section 3 implies that any theoretical model should be able to capture this before the model can be considered to be 'adequate'.

It should be noted that a process can have zero autocorrelations but have autocorrelations of squares greater than for moduli. For example, consider the following nonlinear model:

\[ r_t = |s_t|e_t, \]  

(10)

\[ s_t = \alpha s_{t-\tau} + \eta_t, \]

where \( e_t \sim N(0, 1) \), \( E(s_t) = E(\eta_t) = E(r_t) = 0 \), \(|\alpha| < 1 \), \( e_t \) and \( \eta_t \) are stochastically independent, \( s_t \) is independent of \( \eta_{t+\tau} \) for \( \tau > 0 \), \( s_t, s_{t-\tau} \) are jointly normally distributed with variance 1, hence we have \( \text{var}(\eta_t) = 1 - \alpha^2 \) and \( \eta_t \sim N(0, 1 - \alpha^2) \). The conditional variance of \( r_t \) when \( s_t \) is known is \( s_t^2 \), i.e. \( \text{var}(r_t|s_t) = s_t^2 \). For this model \( \text{corr}(r_t, r_{t-\tau}) = 0 \) but by using numerical integration it is found that with \(|\alpha| < 1 \)

\[ \text{corr}(|r_t|, r_{t-\tau}) - \frac{2}{\pi} \left( E[s_t s_{t-\tau} + \alpha s_t^2 - \frac{2}{\pi}] \right) < \text{corr}(r_t^2, r_{t-\tau}^2) - \frac{\alpha^2}{4}. \]  

(11)

It is thus seen that the results of table 3.2 do not necessarily occur.

One possible explanation for the large positive autocorrelation between \(|r_t|\) and \(|r_{t+\tau}|\) or \(|r_t|^d\) and \(|r_{t+\tau}|^d\) is the heteroskedasticity of the data, i.e. the variance or conditional variance is changing over time. One family of nonlinear time series models that is able to capture some aspects of the time varying volatility structure is Engle’s ARCH (AutoRegressive Conditional Heteroskedasticity) model [Engle (1982)]. In its original setting, the ARCH model is defined as a data generating process for a random variable which has a conditional normal
distribution with conditional variance a linear function of lagged squared residuals. More formally, the ARCH($p$) model is defined as follows:

$$ r_t = \mu + \epsilon_t, $$

$$ \epsilon_t = s_t \epsilon_t, \quad \epsilon_t \sim N(0, 1), \tag{12} $$

$$ s_t^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i \epsilon_{t-i}^2. \tag{13} $$

It is easily shown that $r_t$ is not autocorrelated with each other but $|r_t|^d$ is. Hence the distribution of $r_t$ is dependent on $r_{t-i}, i > 0$. Since its introduction by Engle (1982), the ARCH model has been widely used to model time-varying volatility and the persistence of shocks to volatility. Much work has also been done both theoretically and empirically. Many modifications and extensions of the original ARCH model have also appeared in the literature.

For example, in order to capture the long memory property of the conditional variance process, Bollerslev (1986) introduced the GARCH($p, q$) model, which defines the conditional variance equation as follows:

$$ s_t^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i \epsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j s_{t-j}^2. \tag{13} $$

Taylor (1986) modeled the conditional standard deviation function instead of conditional variance. Schwert (1989), following the argument of Davidian and Carroll (1987), modeled the conditional standard deviation as a linear function of lagged absolute residuals. The Taylor/Schwert GARCH($p, q$) model defines the conditional standard deviation equation as follows:

$$ s_t = \alpha_0 + \sum_{i=1}^{p} \alpha_i |\epsilon_{t-i}| + \sum_{j=1}^{q} \beta_j s_{t-j}. \tag{14} $$

One may, at first glance, think that it would be better to use Taylor/Schwert model than Bollerslev’s GARCH since the model is expressed in terms of absolute returns rather than squared returns. But this conclusion is not necessarily true when the model is a nonlinear one. In fact, our Monte-Carlo study shows both Bollerslev’s GARCH and Taylor/Schwert’s model with appropriate parameters can produce the special correlation patterns found in section 3.

Both models were estimated for S&P 500 returns and the following results were obtained:

(1) **GARCH**

\begin{align*}
 r_t &= 0.000438 + 0.144 \epsilon_{t-1} + \epsilon_t, \\
 (7.2) & \quad (18.4) \tag{15} \\
 s_t^2 &= 0.0000008 + 0.091 \epsilon_{t-1}^2 + 0.906 s_t^2. \\
 (12.5) & \quad (50.7) \quad (43.4)
\end{align*}

log likelihood: 56822.
(2) Taylor/Schwert

\[ r_t = 0.0004 + 0.139\varepsilon_{t-1} + \varepsilon_t, \]

\[ s_t = 0.000096 + 0.104\varepsilon_{t-1} + 0.913s_t. \]

log likelihood: 56776.

The first order moving average term is in the mean equations of both models to account for the positive first order autocorrelation for the return series. We can see all the parameters are very significant in the above models. The normality test statistic of the standardized residuals for both models are far beyond the critical value of a normal distribution as assumed by both models. This is not surprising since there are definitely other factors affecting the volatility. Nevertheless, the log-likelihood value for Bollerslev's GARCH is significantly larger than that of Taylor/Schwert model.

Based on the estimation results, some simulations have performed using the parameters estimated above assuming \( e_t \sim IID N(0, 1) \). Our purpose is to check whether theoretical ARCH models can generate the same type of autocorrelations as stock market return data. Obviously if the theoretical model does not exhibit the same pattern of autocorrelations as stock market return data, then it follows that the theoretical model is misspecified for these data. A total of 18054 observations was generated and the first 1000 were discarded in order to be less affected by the initial value of \( s_0 \) which was set to be the unconditional standard deviation of the S&P 500 returns. Figs. 4.1, 4.2, 4.3 and 4.4, 4.5, 4.6 plot the simulated autocorrelogram of the data generated by the two models. It can be seen that the special autocorrelation pattern does exists here. For both models, \( |r|^{1.25} \) has the largest autocorrelation when \( d = 1 \), and the autocorrelation gets smaller when \( d \) goes away from 1. It is interesting that Bolleslev's GARCH model can produce this result even though the conditional variance is a linear function of squared returns. For Bollerslev's GARCH model, the autocorrelation between \( |r_1| \) and \( |r_{t+1}| \) is very close to that between \( |r_t|^{1.25} \) and \( |r_{t+1}|^{1.25} \). But
for the Taylor/Schwert model, the autocorrelation between $|r_t|$ and $|r_{t+1}|$ after lag 40 is close to that between $|r_t|^{0.5}$ and $|r_{t+1}|^{0.5}$. One major difference between autocorrelograms of the two simulated data series and the real data is that the autocorrelations of the real data decreases rapidly in the first month and then decrease very slowly over a long period, but the autocorrelations of the two simulated data decrease almost constantly over time.
6. A new model – Asymmetric power ARCH

The Monte-Carlo study shows that the ARCH model generally captures the special pattern of autocorrelation existing in many stock market returns data. Both Bolleslev’s GARCH and Taylor/Schwert’s GARCH in absolute value model can produce this property. It seems there is no obvious reason why one should assume the conditional variance is a linear function of lagged squared returns (residuals) as in Bollerslev’s GARCH, or the conditional standard deviation a linear function of lagged absolute returns (residuals) as in Taylor/Schwert model. Fortunately, a more general class of model is available which includes Bolleslev’s GARCH, Taylor/Schwert and five other models in the literature as special cases. The general structure is as follows:

\[ s_t^\delta = \alpha_0 + \sum_{i=1}^{p} \alpha_i (|e_{t-i}| - \gamma_i e_{t-i})^{\delta} + \sum_{j=1}^{q} \beta_j s_{t-i}, \]

where

\[ \alpha_0 > 0, \delta \geq 0, \]
\[ \alpha_i \geq 0, i = 1, \ldots, p, \]
\[ -1 < \gamma_i < 1, i = 1, \ldots, p, \]
\[ \beta_j \geq 0, j = 1, \ldots, q. \]

The model imposes a Box-Cox power transformation of the conditional standard deviation process and the asymmetric absolute residuals. By using this transformation we can linearize otherwise nonlinear models. The functional form for conditional standard deviation is familiar to economists as the constant elasticity of substitution (CES) production function of Arrow et al. (1961).

The asymmetric response of volatility to positive and negative ‘shocks’ is well known in the finance literature as the leverage effect of the stock market returns [Black (1976)], which says that stock returns are negatively correlated with changes in return volatility – i.e. volatility tends to rise in response to ‘bad news’ (excess returns lower than expected) and to fall in response to ‘good news’
(excess returns higher than expected) [Nelson (1991)]. Empirical studies by Nelson (1991), Glosten, Jagannathan and Runkle (1989), and Engle and Ng (1992) show it is crucial to include the asymmetric term in financial time series models [for a detailed discussion, see Engle and Ng (1992)].

This generalized version of ARCH model includes seven other models (see appendix A) as special cases. We will call this model Asymmetric Power ARCH model and denote it as A-PARCH.

If we assume the distribution of \( r_t \) is conditionally normal, then the condition for existence of \( E_{t+1} \delta \) and \( E|\varepsilon_t|^{\delta} \) is (see appendix B):

\[
\frac{1}{\sqrt{2\pi}} \sum_{l=1}^{\delta-1} \alpha_l \left\{ (1+\gamma_l)^{\delta} + (1-\gamma_l)^{\delta} \right\} 2^{\frac{\delta-1}{2}} \Gamma \left( \frac{\delta+1}{2} \right) + \sum_{j=1}^{q} \beta_j < 1. \tag{18}
\]

If this condition is satisfied, then when \( \delta \geq 2 \) we have \( \varepsilon_t \) covariance stationary. But \( \delta \geq 2 \) is a sufficient condition for \( \varepsilon_t \) to be covariance stationary.

The new model is estimated for S&P 500 return series by the maximum likelihood method using the Berndt-Hall-Hall-Hausman algorithm. The estimated model is as follows:

\[
r_t = 0.00021 + 0.145 \varepsilon_{t-1} + \varepsilon_t. \tag{3.2} \tag{19.0}
\]

\[
s_t^{1.43} = 0.000014 + 0.083(\varepsilon_{t-1} - 0.373 \varepsilon_{t-1})^{1.43} + 0.920 s_t^{1.43}, \tag{19}
\]

log likelihood: 56974.

The estimated \( \delta \) is 1.43 which is significantly different from 1 (Taylor/Schwert model) or 2 (Bollerslev GARCH). The t-statistic for the asymmetric term is 32.4 which is very significant implying the leverage effect does exist in S&P 500 returns. By using the log-likelihood values estimated, a nested test can easily be constructed against either Bollerslev's GARCH or Taylor/Schwert model. Let \( l_0 \) be the log-likelihood value under the null hypothesis that the true model is Bollerslev's GARCH and \( l \) be the log-likelihood value under the alternative that the true model is A-PARCH, then \( 2(l - l_0) \) should have a \( \chi^2 \) distribution with 2 degrees of freedom when the null hypothesis is true. But in our example \( 2(l - l_0) = 2(56974 - 56822) = 304 \) which is far beyond the critical value at any reasonable level. Hence we can reject that the data is generated by Bollerslev's GARCH model. The same procedure is applicable to Taylor/Schwert model and we can also reject it.
6. Conclusion

In this paper, a 'long-memory' property of the stock market returns series is investigated. We found not only there is substantially more correlation between absolute returns than returns themselves, but the power transformation of the absolute return \(|r_i|^d\) also has quite high autocorrelation for long lags. Furthermore, for fixed lag \(\tau\), the function \(\rho_\tau(d) = \text{corr}(|r_i|^d, |r_{i+\tau}|^d)\) has a unique maximum point when \(d\) is around \(1\). This result appears to argue against ARCH type specifications based upon squared returns. But our Monte-Carlo study shows both ARCH type of model based upon squared return and those based upon absolute return can produce this property. The ARCH specification based upon the linear relationship among absolute returns is neither necessary nor sufficient to have such a property. Finally, we propose a new general class of ARCH models which we call Asymmetric Power ARCH model and denote A-PARCH. The new model encompasses seven other models in the literature. We estimate S&P 500 returns by the new model and the estimated power \(\delta\) for the conditional heteroskedasticity function is 1.43 which is significantly different from 1 (Taylor/Schwert model) or 2 (Bollerslev's GARCH).

Appendix A

We now show that the new model includes the following seven ARCH models as a special case.

1. Engle's ARCH\((p)\) model [see Engle (1982)], just let \(\delta = 2\) and \(\gamma_i = 0\), \(i = 1, \ldots, p\), \(\beta_j = 0\), \(j = 1, \ldots, q\) in the new model.
2. Bollerslev's GARCH\((p, q)\) model (see Bollerslev 1986), let \(\delta = 2\) and \(\gamma_i = 0\), \(i = 1, \ldots, p\).
3. Taylor/Schwert's GARCH in standard deviation model let \(\delta = 1\) and \(\gamma_i = 0\), \(i = 1, \ldots, p\).
4. GJR model [see Glosten et al. (1989)], let \(\delta = 2\).

When \(\delta = 2\), we have when \(0 \leq \gamma_i < 1\)

\[ s_i^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i (|e_i| - \gamma_i e_i)^2 + \sum_{j=1}^{q} \beta_j s_{i-j}^2 \]

\[ = \alpha_0 + \sum_{i=1}^{p} \alpha_i (1 - \gamma_i)^2 e_i^2 + \sum_{j=1}^{q} \beta_j s_{i-j}^2 \]

\[ + \sum_{i=1}^{p} \alpha_i ((1 + \gamma_i)^2 - (1 - \gamma_i)^2) S_i^- e_i^2 \]
\[ Z. \text{ Ding et al., A long memory property of stock market returns} \]

\[ \alpha_0 + \sum_{i=1}^{p} \alpha_i (1-\gamma_i)^2 \varepsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j s_{t-j}^2 + \sum_{i=1}^{p} 4\alpha_i \gamma_i S_i^- \varepsilon_{i-t-i}^2, \quad \text{where} \]

\[ S_i^- = \begin{cases} 1 & \text{if } \varepsilon_{i-t-i} < 0 \\ 0 & \text{otherwise}. \end{cases} \]

If we further define

\[ \alpha_i^* = \alpha_i (1-\gamma_i)^2, \]
\[ \gamma_i^* = 4\alpha_i \gamma_i, \]

then we have

\[ s_i^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i^* \varepsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j s_{t-j}^2 + \sum_{i=1}^{p} \gamma_i^* S_i^- \varepsilon_{i-t-i}^2 \]

which is exactly the GJR model.

When \(-1 < \gamma_i < 0\) we have

\[ s_i^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i (1+\gamma_i)^2 \varepsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j s_{t-j}^2 - \sum_{i=1}^{p} 4\alpha_i \gamma_i S_i^+ \varepsilon_{i-t-i}^2, \quad \text{where} \]

\[ S_i^+ = \begin{cases} 1 & \text{if } \varepsilon_{i-t-i} > 0 \\ 0 & \text{otherwise}. \end{cases} \]

define

\[ \alpha_i^* = \alpha_i (1+\gamma_i)^2, \]
\[ \gamma_i^* = -4\alpha_i \gamma_i, \]

we have

\[ s_i^2 = \alpha_0 + \sum_{i=1}^{p} \alpha_i^* \varepsilon_{t-i}^2 + \sum_{j=1}^{q} \beta_j s_{t-j}^2 + \sum_{i=1}^{p} \gamma_i^* S_i^+ \varepsilon_{i-t-i}^2 \]

which allows positive shocks to have a stronger effect on volatility.

(5) Zakoian's TARCH model (see Zakoian 1991), let \( \delta = 1 \) and \( \beta_j = 0, j=1, \ldots, q \). We have

\[ s_i = \alpha_0 + \sum_{i=1}^{p} \alpha_i (|\varepsilon_{t-i}| - \gamma_i \varepsilon_{t-i}) \]

\[ = \alpha_0 + \sum_{i=1}^{p} \alpha_i (1-\gamma_i) \varepsilon_{t-i}^+ - \sum_{i=1}^{p} \alpha_i (1+\gamma_i) \varepsilon_{t-i}^-, \quad \text{where} \]

\[ \varepsilon_{i-t-i}^+ = \begin{cases} \varepsilon_{i-t-i} & \text{if } \varepsilon_{i-t-i} > 0 \\ 0 & \text{otherwise}, \end{cases} \]

and

\[ \varepsilon_{i-t-i}^- = \varepsilon_{i-t-i} - \varepsilon_{i-t-i}^+. \]
So by defining
\[ \alpha_i^+ = \alpha_i(1-\gamma_i), \]
\[ \gamma_i^- = \alpha_i(1+\gamma_i), \]
we have
\[ s_i = \alpha_0 + \sum_{i=1}^{p} \alpha_i^+ e_{t-i}^+ - \sum_{i=1}^{p} \alpha_i^- e_{t-i}^- \]
which is the exact TARCH form. If we further let \( \beta_j \neq 0, j = 1, \ldots, q \) then we get a more general class of TARCH models.

(6) Higgins and Bera’s NARCH model [see Higgins and Bera (1990)], let \( \gamma_i = 0, i = 1, \ldots, p \) and \( \beta_j = 0, j = 1, \ldots, q \).
Our model becomes
\[ s_i^\delta = \alpha_0 + \sum_{i=1}^{p} \alpha_i |e_{t-i}|^\delta, \quad \text{i.e.} \]
\[ (s_i^2)^{\delta/2} = \alpha_0 + \sum_{i=1}^{p} \alpha_i (e_{t-i}^2)^{\delta/2}. \]
Define
\[ \delta^* = \delta/2. \]
\[ \alpha_0 = \alpha_0^* \omega^{\delta/2} = \left( 1 - \sum_{i=1}^{p} \alpha_i \right) \omega^{\delta^*}. \]
We have exactly Higgins and Bera’s NARCH.

(7) Geweke (1986) and Pantula (1986)’s log-ARCH model. The log-ARCH model is the limiting case of our model when \( \delta \to 0 \).
Since
\[ s_i^\delta = \alpha_0 + \sum_{i=1}^{p} \alpha_i (|e_{t-i}|-\gamma_i e_{t-i})^\delta + \sum_{j=1}^{q} \beta_j s_{t-j}^\delta, \]
decompose \( \alpha_0 \) as:
\[ \alpha_0 = \left\{ 1 - \sum_{i=1}^{p} \alpha_i E(|e_{t-i}|-\gamma_i e_{t-i})^\delta - \sum_{j=1}^{q} \beta_j \right\} \omega^\delta \]
\[ = \alpha_0^* \omega^\delta, \]
hence \( E s_i^\delta = \omega^\delta \). Then we have
\[ \frac{s_i^\delta - 1}{\delta} = \left\{ 1 - \sum_{i=1}^{p} \alpha_i E(|e_{t-i}|-\gamma_i e_{t-i})^\delta - \sum_{j=1}^{q} \beta_j \right\} \frac{(\omega^\delta - 1)}{\delta} \]
when \( \delta \rightarrow 0 \) the above equation becomes

\[
\log s_i = \left\{ 1 - \sum_{i=1}^{p} \alpha_i \lim_{\delta \rightarrow 0} E(|e_{t-i}| - \gamma_i e_{t-i})^\delta - \sum_{j=1}^{q} \beta_j \right\} \log \omega \\
+ \sum_{i=1}^{p} \alpha_i \log (|e_{t-i}| - \gamma_i e_{t-i}) + \sum_{j=1}^{q} \beta_j \log s_{t-j} \\
- \sum_{i=1}^{p} \alpha_i \log E(|e_{t-i}| - \gamma_i e_{t-i}) \\
= \alpha_0^* \log \omega - \sum_{i=1}^{p} \alpha_i \log \sqrt{2/\pi} + \sum_{i=1}^{p} \alpha_i \log (|e_{t-i}| - \gamma_i e_{t-i}) \\
+ \sum_{j=1}^{q} \beta_j \log s_{t-j},
\]

where

\[
\alpha_0^* = \left\{ 1 - \sum_{i=1}^{p} \alpha_i \lim_{\delta \rightarrow 0} E(|e_{t-i}| - \gamma_i e_{t-i})^\delta - \sum_{j=1}^{q} \beta_j \right\} \\
= \left\{ 1 - \sum_{i=1}^{p} \alpha_i - \sum_{j=1}^{q} \beta_j \right\},
\]
since \( \lim_{\delta \rightarrow 0} E(|e_{t-i}| - \gamma_i e_{t-i})^\delta = 1 \). This is a generalized version of Geweke/Pantula model. If we further let \( \gamma_i = 0, i = 1, \ldots, p \), and \( \beta_j = 0, j = 1, \ldots, q \), then we get the exact Geweke/Pantula model.

**Appendix B. Conditions for the existence of** \( E_s^\delta \) **and** \( E|e_i|^\delta \)

If we assume the distribution is conditional normal, then the condition for existence of \( E_s^\delta \) of the new model is

\[
\sum_{i=1}^{p} \alpha_i E(|e_{t-i}| - \gamma_i e_{t-i})^\delta + \sum_{j=1}^{q} \beta_j < 1,
\]

where

\[
E(|e_{t-i}| - \gamma_i e_{t-i})^\delta = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{+\infty} (|x| - \gamma_i x)^\delta e^{-\frac{x^2}{2}} \, dx \\
= \frac{1}{\sqrt{2\pi}} \left[ (1 + \gamma_i)^\delta + (1 - \gamma_i)^\delta \right] 2^{-\frac{\delta}{2}} \Gamma\left( \frac{\delta + 1}{2} \right).
\]
So the condition becomes
\[
-\frac{1}{\sqrt{2\pi}} \sum_{i=1}^{p} \alpha_i [(1 + \gamma_i)^{\delta_i} + (1 - \gamma_i)^{\delta_i}]^{\frac{\delta_i - 1}{2}} \Gamma\left(\frac{\delta_i + 1}{2}\right) + \sum_{j=1}^{q} \beta_j < 1.
\]  

(B1)

Since
\[
E|e_t|^{\delta} = E|\varepsilon_t|^{\delta} E^t
\]
\[
= \frac{1}{\sqrt{\pi}} \frac{2}{\delta} \Gamma\left(\frac{\delta + 1}{2}\right) E^t.
\]

So the condition for the existence of $E|e_t|^{\delta}$ is the same as that of $E_s^t$. The proof of the above result is almost identical to the proof of theorem 1 in Bollerslev (1986).

When condition (B1) is satisfied, we have the unconditional expectation of $s_t^{\delta}$ as follows
\[
E_s^t = \alpha_0 \left(1 - \sum_{i=1}^{p} \alpha_i E(|e_{t-i}| - \gamma_i e_{t-i})^{\delta} \right) - \sum_{j=1}^{q} \beta_j
\]
\[
= \omega^{\delta}
\] and
\[
E|e_t|^{\delta} = \frac{1}{\sqrt{\pi}} \frac{2}{\delta} \Gamma\left(\frac{\delta + 1}{2}\right) E^t
\]
\[
= \frac{1}{\sqrt{\pi}} \frac{2}{\delta} \Gamma\left(\frac{\delta + 1}{2}\right) \omega^{\delta}.
\]

In its special case, when $\delta = 2$ and $\gamma_i = 0$, we have the covariance stationarity condition for $e_t$ as
\[
\frac{1}{\sqrt{2\pi}} \sum_{i=1}^{p} \alpha_i 2(2^{\frac{2}{2}}) \Gamma\left(\frac{2 + 1}{2}\right) + \sum_{j=1}^{q} \beta_j = \frac{1}{\sqrt{\pi}} \sum_{i=1}^{p} \alpha_i 2 \left(\frac{1}{2}\right) \Gamma\left(\frac{1}{2}\right) + \sum_{j=1}^{q} \beta_j
\]
\[
= \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{q} \beta_j < 1
\]
which is the same as that derived by Bollerslev (1986).

When $\delta = 2$ and $\gamma_i \neq 0$, we have the covariance stationarity condition for GJR model as
\[
\frac{1}{\sqrt{2\pi}} \sum_{i=1}^{p} \alpha_i [(1 + \gamma_i)^{2} + (1 - \gamma_i)^{2}]^{\frac{2-1}{2}} \Gamma\left(\frac{2 + 1}{2}\right) + \sum_{j=1}^{q} \beta_j
\]
\[
= \sum_{i=1}^{p} \alpha_i [1 + \gamma_i^2] + \sum_{j=1}^{q} \beta_j < 1.
\]
When $\delta = 1$ and $\gamma_i = 0$, we have the condition for existence of $E s_t$ and $E |e_t|$ of Taylor/Schwert model

$$
\frac{1}{\sqrt{2\pi}} \sum_{i=1}^{p} \alpha_i 2 \Gamma(1) + \sum_{j=1}^{q} \beta_j
$$

$$
= \sqrt{2\pi} \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{q} \beta_j < 1,
$$

Since $\sqrt{(2/\pi)} < 1$, so even if \( \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{q} \beta_j > 1 \) it can still be true that $E s_t$ or $E |e_t|$ exists and is finite, this condition is weaker than the covariance stationarity condition of the model. It is possible $E |e_t|^2$ does not exist and $e_t$ is not covariance stationary even if this condition is satisfied.

When $\delta = 1$ and $\gamma_i \neq 0$, we have the existence condition of $E s_t^\delta$ and $E |e_t|$ for the Asymmetric Taylor/Schwert model or the generalized Zakoian model which is the same as that for the Taylor/Schwert model $\sqrt{2/\pi} \sum_{i=1}^{p} \alpha_i + \sum_{j=1}^{q} \beta_j < 1$.

Under the assumption that

$$
\frac{1}{\sqrt{2\pi}} \sum_{i=1}^{p} \alpha_i [(1 + \gamma_i)^\delta + (1 - \gamma_i)^\delta] 2^{-\frac{\delta - 1}{2}} \Gamma \left( \frac{\delta + 1}{2} \right) + \sum_{j=1}^{q} \beta_j < 1,
$$

i.e. the $\delta$th moment of $s_t$ and $|e_t|$ exist, then if $\delta \geq 2$ we have that $e_t$ is covariance stationary. If $\delta > 1$ then $E s_t$ and $E |e_t|$ exist and are finite. But $\delta \geq 2$ is a sufficient condition for the process $e_t$ to be covariance stationary.
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