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1. Introduction

Although research on the turnover of business units has a long tradition, primary data on the full populations of business units (firms, establishments) present in nations’ markets were inaccessible until recently. Only in the past decade have economists picked the locks on the doors of numerous national census bureaus and organized the primary records so that the births, deaths, and life trajectories of individual business units can be traced. Commercial data bases that claim similar coverage have also come into use for research on turnover and mobility.

This research has borne as its first fruit a great outpouring of stylized facts where no more than impressions had existed before. Although the importance of these facts for economic behavior and performance is manifest, their development has not been theory-driven. Indeed, identifying the theoretical models on which the stylized facts shed light is itself an exercise in hunting and gathering. The empirical evidence aligns with some obviously salient models of (e.g.) the effect of firms’ random growth rates on their industry’s concentration and the decisions of potential entrant firms uncertain about their prospective cost levels. But it also spotlights some non-obvious theoretical referents, such as the theory of real options (to explain the varying resource commitments made by entering firms) and the theory of job-matching (to explain the productivity of changes in control of business units).

The newly accessible data on turnover and mobility have attracted economists specializing in several fields. This survey’s emphases are driven by the field of industrial organization, although with passing attention to work attuned to labor economics and macroeconomics. Accordingly, the first section summarizes the recently accumulated stylized facts about entry, exit, and the mobility of firms.

1 Harvard University. Thanks for helpful comments and suggestions to David Audretsch, John R. Baldwin, Tito Boeri, Steve Davies, Paul Geroski, Michael Gort, John Haltiwanger, John E. Jackson, Steve Klepper, Jose Mata, Anita McGahan, Robert McGuirk, Ariel Pakes, Mark J. Roberts, Frank Wolak, and anonymous referees.

2 A sociology-based literature on organizational ecology (e.g. Michael T. Hannan and John Freeman 1989) will be neglected. To an economist’s eyes, its treatment of turnover in business populations suffers from eschewing simple priors about business behavior: intended profit-maximization and the need to cover costs to keep a firm’s coalition together. But there are compensating strengths, such as the analysis of reasons why a failing coalition frequently cannot imitate the modus operandi of a winner (Hannan and Freeman 1989, chap. 4).
of business units. Some of the findings are conditioned on the unit’s specific market environment, but most of them deal in overall or average patterns. The second section brings this market context to the fore and seeks to integrate the new findings about turnover and mobility with industrial organization’s traditional framework, based on static partial-equilibrium models of markets. The third section relates the new evidence to other lines of empirical research on productivity and productive efficiency, again in the context of firms competing in particular markets.

The data bases that researchers have employed are mostly longitudinal versions of national census data bases. A number of countries are represented, including developing nations. The bulk of the research, and hence this survey’s attention, pertains to the United States and Canada; an effort will be made to expose international comparative conclusions, although the market mechanisms at work appear overwhelmingly similar from country to country. Some proprietary data bases have also been employed, and until recently most research on turnover unavoidably depended on data for large, publicly traded companies. Important differences exist among these data bases. Some of them are organized around firms, some around establishments or business units. Many pertain only to manufacturing industries, some to all nonfinancial sectors. They differ importantly in their coverage of small business units: some only sample small units or cut off at some threshold (such as 10 employees), while a few include single-person enterprises. Integrating this research requires many judgment calls on where data-base differences are and are not important. In the first section of this paper, the reader should assume that stated conclusions describe un-weighted-average patterns drawn from censuses that include quite small firms; because of the sharply skewed distribution of firm sizes, smaller units therefore dominate the conclusions. That fact somewhat mitigates another difference among the data bases: some focus on firms, some on plants that might be either independent firms or dependent units of a multiplant firm. Most small establishments are independent firms, diluting any distortions due to units’ heterogeneous independence.

Several forms of turnover are addressed in this research, and terminology for identifying them is not fully standardized. We use “turnover” as a general term to embrace three processes: the births and deaths of business units (“entry and exit”), variations in sizes and market shares of continuing units (“mobility”), and shifts between enterprises in the control of continuing business units (“changes in control”). An “establishment” is a plant (in some instances a line of business), and a firm is an independent legal entity (in some instances a set of plants under common control). A “business unit” might be either an establishment or a firm; research in this field commonly employs populations of establishments that include both free-standing single-plant firms and those plants controlled by multiplant firms. We shall not stress the firm/plant distinction except where appropriate to point out differences between the behavior of single-plant firms and of multi-plant firms’ dependent plants.

2. Mobility, Entry, and Exit in Populations of Firms and Establishments

2.1 Background: The Law of Proportionate Effect

Although the research on turnover is not strongly theory-driven, many earlier
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55 of 100 U.S. manufacturing industries.\(^3\)

2. Mean growth rates of surviving firms are not independent of their sizes but tend to decline with size and also with the unit’s age (given size). Evans (1987a) found the mean growth rate to decline significantly with size in 89 percent of the individual industries that he studied. The pattern is consistent with Galtonian regression and of course removes Gibrat’s implication of increasing concentration (for example, Jozef Konings 1995b).

3. Entry and exit are intimately involved in growth–size relations. Entry is more likely to occur into smaller size classes, and the likelihood of a unit’s exit declines with its size.

4. Units’ growth rates may well be serially correlated, but earlier studies disagreed on the pattern. This is not surprising, as autocorrelation of changes in units’ sizes may be regarded either as a statistical error-correction process (negative autocorrelation) or a cumulative economic response to the unit’s perceived competitive advantage or disadvantage (positive). For large British firms, Kumar (1985) observed autocorrelation in growth rates measured over blocks of several (usually five) years that is positive but declining over time.

Paul Dunne and Alan Hughes (1994), also working with a large sample of British companies and five-year periods,

\(^3\) Sidney S. Alexander (1949) and subsequent researchers investigated whether the decline in the variance of firms’ growth rates with size might have a statistical explanation. If a firm of size \(k\) is regarded as a portfolio of \(k\) independent unit-size businesses, we can predict the magnitude of the decline of growth’s variance with size. Just as this assumption obviously marks an upper bound on the diversification of larger firms, so does the predicted rate of variance decline exceed those actually estimated (Boeri 1989). In this context S. W. Davies pointed out (personal communication) that it would be attractive to compare this variance-size relation in firms’ overall sizes and in their sizes (shares) in individual markets.
detected weak positive autocorrelation for large firms and weak negative autocorrelation for small ones. Bruno Contini and Riccardo Revelli (1989) reported negative autocorrelation for small Italian firms, as did Boeri and Ulrich Cramer (1992) for all German non-agricultural establishments employing 20 or more. In a sample of the larger British firms, Geroski, Stephen Machin, and Chris Walters (1997) estimated significant positive regression coefficients of one year's growth on the growth rate in each of the three preceding years, but they observed that the partial correlation with growth in the preceding year was negative. Wagner's (1992) results for German firms appear consistent with Geroski, Machin, and Walters'. A possible resolution of these conflicting results is suggested in Section 2.2.

2.2 Mobility Patterns: Recent Evidence

Recent research has turned from a preoccupation with LPE to the direct measurement of turnover itself, recognizing that its significance extends beyond concentration to a broad range of behavioral and normative properties of product (also labor) markets. This new approach addresses both the mobility of continuing firms (this subsection) and turnover due to entry and exit (the next subsection).

Mobility in the shares of a set of continuing firms is usually measured by summing the absolute values of the differences between their activity (output, employment) levels at \( t \) and \( t + 1 \) and dividing by the sum of their activity levels at \( t \). This mobility measure is equivalent to the sum of absolute values of their growth rates weighted by their initial shares, so mobility remains closely linked to the LPE literature (Boeri 1994). These changes are commonly large. Steven J. Davis, John C. Haltiwanger, and Scott Schuh (1996, Fig. 2.3), working with absolute growth rates of employment, documented that about half of all job changes in U.S. manufacturing are accounted for by units making annual changes of 25 percent or more. John R. Baldwin (1995, Table 4.1) divided Canadian manufacturing firms that survived from 1970 to 1982 into those gaining and those losing employment. While the average continuing firm increased its employment by 1.5 percent annually, the average gainer grew by 7.8 percent while the average loser shrunk by 6.3 percent. Findings for other countries are similar: for German nonagricultural sectors during 1977–90, expanding incumbents’ employment on average grew 6.2 percent annually, while contracting ones shrunk by 5.8 percent (Boeri and Cramer 1992). Although the changes tend to be cyclically sensitive, Baldwin noted that even in the decade’s most expansionary year, 34 percent of the continuing firms reduced employment (though not necessarily output). Negative year-to-year autocorrelation appears in the typical firm’s employment changes around any long-term trend, shown by comparing average rates of growth for firms that expanded employment in a given year to annualized growth rates for those that expanded cumulatively over longer periods. For example, continuing Canadian firms that expanded over 1970–81 grew by 27.2 percent, equivalent to 2.2 percent annualized, but firms growing in each year within 1970–81 had average annual growth of 8.2 percent. Continuing firms that contracted over 1970–81 (32 percent of all continuing firms) shrunk by 11.0 percent, 1.05 percent annualized, but firms shrinking in each year contracted by 5.9 percent on average (Baldwin 1995, Table 4.3).

A second important feature of the mobility pattern is long-run regression to the mean. For example, the initial
average size of Canadian firms that contracted over 1970–76 was 71 percent greater than the initial average size of those that expanded. The difference increases with the length of time over which the gainers and losers are identified. However, when continuing firms are divided into quintiles on the basis of their initial sizes, subsequent gainers predominate at the small end and subsequent losers in the top quintile, but both are well represented throughout; the ratio of the gainers’ mean proportional gain to the losers’ mean proportional loss rises rapidly and smoothly from the largest to the smallest quintile (Baldwin 1995, Table 4.6). Although many findings in this literature are consistent with pervasive mean regression, other countries’ data have not been analyzed to check the short-run (error correction) and long-run (presumably behavior) mean regression found in Canada.

One might suppose that the mobility of firms results from their discrete and unequal adjustments to whatever aggregate expansion or contraction their market is experiencing. However, mobility seems largely independent of the direction and magnitude of the industry-wide change. Timothy Dunne, Mark J. Roberts, and Larry Samuelson (1989a) compared gross rates of increase in employment in expanding plants and of contraction in shrinking plants, after sorting industries into those that (in a five-year period) exhibit growing and shrinking employment overall. Within four-digit industries they found that for every job gained in a growing industry 0.604 are lost, and for every job lost in a contracting industry 0.644 are gained. Davis and Haltiwanger (1992) compared this intraindustry turnover to interindustry shifts. They broke down employment shifts (beyond those needed to accomplish a sector’s net overall ex-

pansion or contraction) into those occurring between and within four-digit U.S. manufacturing industries. Interindustry shifts accounted for only 12 percent, and a more elaborate set of controls (region, plant size, plant age, ownership) still left 61 percent to be explained by random intraindustry mobility.4

To explain this high incidence of intraindustry mobility, one can look to

<table>
<thead>
<tr>
<th>Country</th>
<th>Time period</th>
<th>Turnover rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Selected industrial countries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Canada</td>
<td>1984–90</td>
<td>22.6</td>
</tr>
<tr>
<td>Denmark</td>
<td>1984–89</td>
<td>29.8</td>
</tr>
<tr>
<td>Finland</td>
<td>1988–91</td>
<td>24.2</td>
</tr>
<tr>
<td>France</td>
<td>1985–87</td>
<td>26.3</td>
</tr>
<tr>
<td>Germany</td>
<td>1977–89</td>
<td>15.9</td>
</tr>
<tr>
<td>Italy</td>
<td>1985–91</td>
<td>23.4</td>
</tr>
<tr>
<td>Norway</td>
<td>1976–86</td>
<td>15.6</td>
</tr>
<tr>
<td>Sweden</td>
<td>1985–91</td>
<td>22.7</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1982–91</td>
<td>15.2</td>
</tr>
<tr>
<td>United States</td>
<td>1976–91</td>
<td>21.5</td>
</tr>
<tr>
<td>B. Manufacturing sector, selected countries</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chile</td>
<td>1979–86</td>
<td>26.8</td>
</tr>
<tr>
<td>Colombia</td>
<td>1977–91</td>
<td>24.6</td>
</tr>
<tr>
<td>Morocco</td>
<td>1984–89</td>
<td>30.7</td>
</tr>
<tr>
<td>Canada</td>
<td>1973–86</td>
<td>20.5</td>
</tr>
<tr>
<td>United States</td>
<td>1973–86</td>
<td>19.6</td>
</tr>
</tbody>
</table>

Source: Panel A, Boeri (1994); panel B, Roberts and Tybout (1996, Table 2.1). Sectoral coverage for countries in panel A varies between manufacturing only (United States) and all employment (Germany).

---

4 Employment rather than output is widely used as a turnover measure, and it is important to keep in mind that a unit’s falling employment might be associated either with falling output or with rising output and productivity. Martin Neil Baily, Eric J. Bartelsman, and Haltiwanger (1996) showed that the distribution of firms by rising and falling employment is largely independent of their distribution by rising and falling productivity.
differences among both countries and industries. The comparisons of countries’ average turnover rates in Table 1 are based on employment turnover (jobs created in expanding units plus jobs lost in contracting units, as percentage of total employment). They vary in sectors covered and other details, and they include newly opened and closed business units as well as continuing ones. Variations among industrial countries do not submit to easy explanations, but developing countries seem to experience more turnover.\(^5\) Among the industrial countries there is a weakly evident inverse relationship between average establishment sizes and mobility, consistent with the findings of the LPE literature already mentioned.\(^6\) Table 1’s information on selected developing countries supports this interpretation. The work of John E. Jackson et al. (1996) on Poland suggests that turnover in the transition economies is very high.\(^7\)

Other evidence on the correlations of turnover comes from cross-section tests within countries. Geroski, Machin, and Walters (1997) measured the dependence of British firms’ sales growth on changes in their market values, the growth rates of their industries’ outputs and of gross domestic product, and the occurrence of innovations within the firm and industry. Industry-level growth and innovations and aggregate growth exhibit some explanatory power, but instantaneous individual shocks account for most of the variance in growth rates of firms’ sales. As they concluded, “corporate growth rates are not quite random.” Working with data on plants in 23 four-digit U.S. manufacturing industries, Baily, Charles Hulten, and David Campbell (1992) sought to test competing models of the turnover process on patterns of change in plants’ productivity rankings within their industries. They found some evidence of capital vintage effects (a plant’s productivity declining with its age), as had T. Y. Shen (1968). These rankings show a lot of continuity, however, and the authors’ preferred explanation is that each plant’s productivity varies randomly around its own productivity intercept, with regression to the mean evident.

More could be done to pin down industry-specific determinants of mobility, and theoretical models offer help. In “active learning” models, such as Richard Ericson and Ariel Pakes (1995), firms invest in uncertain but expectedly profitable innovations or cost reductions. The firm grows if successful, shrinks or exits if unsuccessful. Capital vintage effects, already mentioned, can account for productivity dispersions that result from a plant’s descent through the productivity rankings as it ages, eventually to be refurbished or retired and replaced by a new-vintage plant. Val Eugene Lambson (1991) demonstrated how, even without capital-embodied technical progress, vintage

\(^5\) International comparisons will not be emphasized in this paper because of pervasive differences in national data sets. The most important is the varying truncation of small firms: some include even single-person businesses, while others omit firms smaller than ten employees.

\(^6\) Baldwin and Garnett Picot (1995) compared labor mobility rates between Canada and the United States, broken down by changes in small and large units. The gross flows tend to be larger in Canadian than U.S. small units, and greater for U.S. than Canadian large ones. They conjectured that the Canadian plant-size distribution, more concentrated in small sizes than that of the United States, causes the burden of adjusting to disturbances to be pushed toward the smaller units.

\(^7\) Other noteworthy findings are that privatized and reformed state enterprises have lost less than unreformed ones, and that the annual numbers and sizes of new enterprises have fallen as (perhaps) the richest and most obvious opportunities exposed in the transition were picked off first. The ending of a large disequilibrium has provoked temporary bursts of entry in other settings, such as the United States following World War II (Betty C. Churchill 1954a) and Chile after a massive liberalization of international trade (James R. Tybout 1996a).
effects could account for plants' dispersed productivity levels: firms choosing (sunk) technologies must guess about future prices of variable inputs, and the dispersion of firms' average variable costs at any point in time reflects the historic dispersion of those guesses. Interindustry associations between mobility and industry structure or technology are considered in Section 3.

The heteroskedasticity of firms' growth rates with size noted in the LPE literature suggests that the mobility of an industry's member firms decreases with their market shares. That heteroskedasticity might result from some form of entrenchment of leading firms (suspected although not well explained in the literature of industrial organization), from greater diversification of larger firms even within a well-defined product market, or simply from the way adjustment costs vary with firm size. Baldwin (1995, chap. 5) divided firms in each Canadian manufacturing industry into large and small (around the 50th percentile of output), confirming that the small firms show somewhat more variable shares. The largest four firms, however, do regress toward the mean: over 1970–79 on average they experienced declines in shares. The declines do not vary with rank within the top four, although the variance is somewhat greater for those ranked third and fourth. Nonetheless, thanks to the spread-out distribution of leaders' shares, the predicted duration of tenure in a top rank is quite long: 28, 17, 14, and 12 years for firms ranked 1, 2, 3, and 4 respectively. Geroski and Saadet Toker (1996) performed a similar calculation for 54 British industries, obtaining 17, 10, 11, and 9 years. Is the stickiness of leaders' positions just a reflection of the ubiquitous heteroskedastic variance of growth with size, or is there "something more"? As Baldwin pointed out, the heteroskedasticity explanation appears sufficient, and an inquiry based on interindustry differences is needed to pin down any structural rigidities or first-mover advantages that might also weigh in. Earlier contributors to the LPE literature concluded that growth rates are almost independent of size among larger firms, but their failure to sort firms into industry groups deprives the result of clear implications.

An important dividend of the studies of mobility is indirect evidence of the character of costs of adjusting actual to desired levels of input or activity. The standard assumption of convex adjustment costs implies that the mass of the distribution of time rates of change will be concentrated around zero. The alternative of fixed costs of adjustment implies a dispersed distribution with modes away from zero. The evidence summarized in Haltiwanger's (forthcoming) survey clearly supports non-linear adjustment. For example, one inference holds that about 70 percent of a 10 percent disequilibrium between a plant's actual and desired employment will remain three months later, while only 50 percent of a 60 percent disequilibrium will remain. This finding has important implications for macroeconomics as well as supplying a general explanation for high mobility rates. The same literature demonstrates the asymmetry in the adjustment upward and downward of plants' actual to desired capital stocks that is implied by the sunkness of capital. We do not know whether this asymmetry imprints itself on market-share changes and (if so) over what range of industries.

To summarize this section, recent research documents wide variance of business units' rates of growth consistent with fixed costs of adjustment. Large minorities of units contract in
an industry or economy that is expanding (and vice versa). The sustained
trends in size (share) shown by many units coexist with long-run regression to
the mean, although at a rate slow enough for firms to enjoy long tenure in
leading positions. Much turbulence in the form of job changes occurs within
rather than between industries. The variance of growth rates decreases
strongly with the sizes of business units and apparently with the sunkeness of
capacity.

2.3 Entry Rates and Entrants' Survival

An important line of research on turnover has tracked entrants to determine their subsequent growth and mortality rates. Studies have documented substantial rates of entry and exit in a number of countries. Data in Table 2 assembled by John Cable and Joachim Schwalbach show average annual entry rates (number of firms) of about 6.5 percent, claiming about 2.8 percent market shares in manufacturing industries; average exit rates are very similar to entry rates.

Entrants suffer from high rates of infant mortality. Churchill (1955) re-

ported that half of all businesses established in the United States during
1946–54 were sold or discontinued within two years; hazard rates declined steadily after the first year. Baldwin's (1995, chap. 2) data show that entrants to Canadian manufacturing experience a first-year hazard rate of about 10 percent; it declines irregularly over a decade to the 5–7 percent range, which still exceeds the 3.5–5 percent range for firms more than one decade old. When the age structure of firms exiting in a given year is analyzed, again about 10 percent entered in the previous year, but about half were more than ten years old. Other studies that confirm the decline of hazard rates over time include Audretsch (1991), who worked with the U.S. Small Business Administration data based on establishment-level records of Dun & Bradstreet.8

8 This data base has been controversial, because the Dun & Bradstreet records are biased toward covering only those establishments and single-plant firms that need to establish credit ratings, and they are updated infrequently. Audretsch and Zoltan J. Acs (1994) summarized the evidence on the quality of this data base, concluding that in practice the patterns that it yields agree with those based on data from official census records.

---

**TABLE 2**

<table>
<thead>
<tr>
<th>Country</th>
<th>Time period</th>
<th>Entry rate</th>
<th>Exit rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Number of firms</td>
<td>Market share</td>
</tr>
<tr>
<td>Belgium:</td>
<td>1980–84</td>
<td>5.8</td>
<td>1.6</td>
</tr>
<tr>
<td>manufacturing</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>services</td>
<td></td>
<td>13.0</td>
<td>4.4</td>
</tr>
<tr>
<td>Canada</td>
<td>1971–79</td>
<td>4.0</td>
<td>3.0</td>
</tr>
<tr>
<td>Germany</td>
<td>1983–85</td>
<td>3.8</td>
<td>2.8</td>
</tr>
<tr>
<td>Korea</td>
<td>1976–81</td>
<td>3.3</td>
<td>2.2</td>
</tr>
<tr>
<td>Norway</td>
<td>1980–85</td>
<td>8.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Portugal</td>
<td>1983–86</td>
<td>12.3</td>
<td>5.8</td>
</tr>
<tr>
<td>UK</td>
<td>1974–79</td>
<td>6.5</td>
<td>2.9</td>
</tr>
<tr>
<td>US</td>
<td>1963–82</td>
<td>7.7</td>
<td>3.2</td>
</tr>
</tbody>
</table>

*Source: Cable and Schwalbach (1991, Table 14.1).*
The hazard rates for entrants reported for various countries seem rather similar, except that Portugal's are distinctly higher: 25 percent in the first year, 16 percent in the second, 13 percent in the third (Mata, Pedro Portugal, and Paulo Guimarzes 1995). Portugal's development status and the coverage of very small firms are both sufficient explanatory factors. Although the pattern of declining hazard rates for an entering cohort is widely reported, Rajshree Agarwal and Michael Gort (1996) showed that it can be overridden by the industry's life cycle associated with the development, maturation, and ultimate displacement of its basic product. Hazard rates, they found, increase over time for early entrants as an industry-wide shakeout eventually sets in. Firms' hazard rates also increase at the end of the cycle. When hazard rates can be measured by month, they increase for the most of the first year; entrant firms likely start with enough resources to sustain themselves that long (Josef Brüderl, Peter Preisendörfer, and Rolf Ziegler 1992). There exists one unexplained exception: hazard rates increase persistently with the ages of small Belgian firms (Konings, F. Roodhooft, and L. Van der Gucht 1996).

Although entrants' rates of infant mortality are high, so are the growth rates of the survivors. Baldwin (1995, pp. 21–27) found that during the 1970s each entrant cohort's share of manufacturing value added increased over time (up to the ten years he could observe), so entry cumulatively contributes a lot to turnover in the enterprise population. Entrants surviving over the years 1970–81 made up 35.5 percent of manufacturing firms in 1981 and accounted for 10.9 percent of employment. If entry and exit are defined not for manufacturing as a whole but for individual (four-digit) industries, plants that are switched from one industry to another also become exits and entries (respectively). In the average industry, new firms' entries over a decade account for only about one-third as much of employment as existing firms that switched or built new plants.

Similar to Baldwin's findings are those of Timothy Dunne, Roberts, and Samuelson (1988; hereafter DRS) for the United States. They observed firms' entries into individual (four-digit) industries over five-year intervals only, but could extend coverage over a maximum of two decades (1963–82). Their quinquennial hazard rates cannot be compared to Baldwin's annual values, but they appear consistent. In the average industry and five-year period, DRS found that entrants (both new firms and "switchers") account for 39 percent of end-of-period firms (16 percent market share); at the start of a period those destined to exit similarly make up 35 percent of firms (also 16 percent market share). The combined employment share of a given cohort of entrants declines over time, and that decline occurs about equally in the new-firm entrants and the diversifying entrants that have either switched existing capacity or built new plants. In their intensive study of entry into the chemical processing industries, DRS (1989b) established the same conclusion by a different route, using a regression procedure to control for variation in industries' growth rates.

DRS (1989b) investigated the degree to which the enlarged sizes attained by surviving entrants are due to individual firms' fast growth rather than higher mortality rates of the initially smaller entrants. The initial-size factor is statistically significant for all entrants in their first five-year period and for multi-plant entrants through their observed lives, so survivors' growth and gains in
size relative to incumbent firms stem partly from a selection process.9

One is curious about the contrasting findings on whether an entrant cohort’s combined output share rises or falls. This outcome is the net result of an initially high but declining hazard rate and high but declining average growth rates of survivors. For Canada, Baldwin (1995, chap. 2) found a net increase; for the United States, DRS (1988, 1989b) reported a net fall. Cohort shares in Portugal decline at rates similar to those in the United States (Mata, Portuguese, and Guimarzes 1995). In both the U.S. and Canadian data a fringe of the smallest firms was excluded. Baldwin dealt with annual observations over a shorter period and with the whole manufacturing sector rather than individual industries. Quite possibly entrant cohorts in some settings enjoy short-run gains in aggregate share: for German nonagricultural firms, Boeri and Cramer (1992) found that the level (not share) of employment of an entrant cohort increases for a year or two but then drops below its initial value; for Michigan firms (all industries) Jackson (1996) reported cohort shares of employment to rise for eight years. Given that some early entrants to an industry typically grow large and live a long time, it is almost necessary that the typical entrant cohort’s combined share ultimately declines. There is obviously room for further research on the short-run trajectories of entrant cohorts and their variation from industry to industry.

The evidence on entrants’ growth and failure rates clearly suggests a stochastic process in which firms make their entry investments unsure of their success and do not initially position themselves at a unique optimal size. By general agreement, a fruitful explanation lies in Boyan Jovanovic’s (1982) model of “passive learning” (also Hugo A. Hopenhayn 1992 and Luis M. B. Cabral 1993). The potential entrant is assumed to know the mean and standard deviation of all firms’ costs but not its own mean expectation. Upon paying a (non-recoverable) entry fee, it starts to receive noisy information on its true cost level, which in any one period might induce it to expand, contract, or even exit. The consistency of the preceding evidence with Jovanovic’s model is clear.10 Researchers have tested specific implications for the dependence of a firm’s growth on its size and age. The link is the proposition that the younger the firm, the more does each observation contribute to its knowledge of its costs. Evans (1987b) analyzed the growth of young firms as a function of their age and initial size, finding that growth diminishes with size (at a decreasing rate) and decreases with age when firm size is held constant. The decrease with age holds both overall and within most individual industries (Evans 1987a), so the passive-learning model is well supported. DRS (1989c) obtained similar conclusions about U.S. manufacturing plants from the Census Bureau’s longitudinal data base. As a firm ages and grows more confident about its costs, the mean and variance of its growth rate should decline. Indeed, DRS found that mean rates of (employment) growth decline with age for every

---

9 The chemicals sector is not necessarily a representative one for analyzing the fate of entrants. DRS (1989b) showed that in the average manufacturing industry firms operating in 1963 retained in 1982 a 58 percent market share, while in the chemicals industries they retained 70 percent.

10 Pakes and Ericson (forthcoming) pointed out that the passive-learning model does not necessarily predict hazard rates falling from the outset. They could rise at first, if ill-fated firms need some experience to be sure of their unfitness. This is confirmed in a few studies cited previously.
plant size group except the largest, and failure rates (indicating variance) also decline with age given size.\textsuperscript{11} Growth rates and failure rates also decline with size given age. The patterns differ in small ways between single-plant firms and plants belonging to multiplant enterprises, but the basic conclusions seem insensitive to the plant/firm distinction. Intercountry differences are not evident: Roberts (1996a) reported for Colombia the same conclusions about survival’s relation to age and size.

Pakes and Ericson (forthcoming) sought to test the passive-learning model in competition with their own active-learning model. The test (on Wisconsin state data) suggests that the passive-learning model fits the retailing sector well, while manufacturing shows patterns that suggest active learning. The test is adroit and suggestive, but suffers in that passive and active learning are not mutually exclusive: opportunities for both could be abundant in one industry, scarce in another.

A consequence of entrants’ high rates of early mortality is that, as many cross-section studies have reported, industries with high entry rates will also show high exit rates. That is, the data reject the model that pervades our textbooks: optimal-size firms enter an industry when its equilibrium output expands, exit when it contracts, but never do both at the same time. Cable and Schwalbach (1991, Table 14.2) provided evidence for eight countries. Positive correlations between contemporaneous rates of entry and exit were also reported by Michael E. Beesley and R. T. Hamilton (1984) for manufacturing industries in Scotland, Geroski (1991a, 1991b) for British industries, and Timothy Dunne and Roberts (1991) for the United States. David I. Rosenbaum and Fabian Lamort (1992) confirmed the positive relationship after controlling for other determinants of entry and exit; for U.S. manufacturing industries they found exits much more responsive to entries over a five-year period than are entries to exits. Agarwal and Gort (1996) observed that these positive entry/exit correlations make most sense for samples of industries in steady states of maturity but varying in structural entry barriers and the sunkness of resource commitments. In early and late phases of a product’s life cycle these correlations indeed reverse to negative.

Further evidence of entrants’ uncertain fates lies in the association between rates of entry and rates of exit from a given industry over time. DRS (1988, Table 7) observed the usual positive correlations between rates of entry and exit among four-digit U.S. manufacturing industries over a common five-year period. The correlations turn negative when fixed effects confine the variation to temporal changes, but even then the entry rate in a given five-year period is positively correlated with the exit rate in the following five years. For Germany, Boeri and Lutz Bellmann (1995) found a positive entry shock to be followed by an increase in the next year’s hazard rate (10 percent significance), although the hazard rate is unrelated to the current year’s number of entrants. Leo Sleuwaegen and Wim Dehandschutter (1991) found the same lagged pattern in annual data on Belgian manufacturing industries. Baldwin and Joanne Johnson (1996) employed a hazard-rate analysis of individual entrants’ fates to establish that

\textsuperscript{11} Kenneth R. Troske (1996) confirmed from Wisconsin unemployment insurance data that the mean and variance of growth rates fall off as entrants age, with services firms reaching a steady state sooner than manufacturers. Contini and Revelli (1989) found growth to decline with age for Italian firms, with age variations beyond 6 or 7 years having no effect.
members of a larger entrant cohort are more likely to exit, and exit is also higher in an industry with a highly concentrated core and a numerous fringe. These studies of intertemporal entry-exit linkages control for macroeconomic conditions in various ways and degrees, but they leave the impression that recent entrants’ hazard rates are rather insensitive to the observed variation in the macro environment.

Research on exit has mainly addressed infant mortality, and the prevalent decline of hazard rates with age suggests that geriatric problems are not serious for firms. Fröystein Wedervang (1965, pp. 168–75) early observed that age (i.e., youthfulness) is the more important factor explaining small firms’ high exit rates, although size per se may be influential. Troske (1996) found that manufacturing firms five years before their exit are only half the sector’s average size, while finance, insurance, and real estate firms destined to exit are then still at the average; both groups’ mean growth rates go negative starting three years before exit, with manufacturers plunging more rapidly. Audretsch (1995a, chap. 7) observed that exits by older firms are less sensitive to industry growth disturbances than are exits by younger firms, and the elderly are preserved by the sunkenness of resources committed to industries with large minimum efficient scales (MES) of production (also Beesley and Hamilton 1984). Mark Doms, Timothy Dunne, and Roberts (1995) found that firms in machinery industries using various advanced technologies are less likely to exit; because these users do not grow significantly faster than their competitors, sunkenness is again suggested. For businesses small enough to be tied to their proprietors’ life cycles, the manager’s age positively predicts the business’s survival in the prime working years, but eventually age leads to discontinuance or sale of the business (Wedervang 1965, pp. 183–85; Timothy Bates 1990; Thomas J. Holmes and James A. Schmitz, Jr. 1996). Turnover in managers of small businesses tends to predict sales or closures shortly afterward, which suggests that job-matching for managers plays a role in the turnover of small businesses (Holmes and Schmitz 1995).12

Casual observation suggests that the oldest firms owe their longevity to trademarks (newspapers, simple consumer goods) that demand little organizational continuity. Organizational geriatrics has received little attention, although firms’ exit rates have been studied in the context of industry or product life-cycles. Agarwal and Gort formulated the survival of mature firms as a trade-off between depreciation or obsolescence of their original endowments and the benefits of cumulative learning. Analyzing ten-year survival rates of firms entering during various (of the five) stages of their industry life-cycle, they found hazard rates increasing through the third stage, sufficiently explained by the fading growth opportunities offered by the product market. Hazard rates fall for late entrants, however, consistent with reduced rates of obsolescence of their initial endowments or increased efficacy of cumulative experience. Hazard rates for incumbents are lower than for entrants through all stages of the cycle in “non-technical” products (where experience advantages might be great), higher for “technical” products, where entrants

---

12 These patterns point to the ambiguities of defining exit and entry in small businesses that are often bought and sold, or their facilities transformed from one activity to another. Jack’s Bar becomes Jill’s Bar, a business exit and an entry have occurred, an establishment continues unchanged, and Jack’s business did not necessarily fail. See Bruce A. Kirchhoff (1994, chaps. 6, 8).
bring the continuing flow of innovations (see also Audretsch 1991). Although their data base gives only limited leverage, Agarwal and Gort were able to calculate “senility points”: ages at which hazard rates for incumbents entering in given stages of the life cycle stop falling and turn up again.

Steven Klepper and John H. Miller (1995) focused on the shake-out phase of the industry life cycle, in which the number of firms offering a product declines from its maximum to its long-run “mature” level. The data do not well support a simple model of overshot entry. The shake-out is prolonged and continues at a steady (rather than declining) pace, suggesting instead a process of continuing competition among incumbents to reduce costs, modeled by Klepper and Elizabeth Graddy (1990) and Klepper (1996). Industry life cycles are considered further in Section 3.

In summary, entrants experience high hazard rates (infant mortality) that decline over time. Successful entrants also achieve high average rates of growth (that also decline as they age). The combined market share of an entering cohort, the net effect of these forces, eventually declines, but may increase for a time after the cohort’s entry. The pattern is highly consistent with theoretical models of both passive and active learning. Industries that experience high rates of gross entry also tend to show high rates of exit. Over time, variations of the exit rate lag behind those of the entry rate; there is no strong evidence that exogenous disturbances to the exit rate induce subsequent entry (perhaps indicating just the infrequency of exogenous exit-causing disturbances). Units that exit have experienced declining growth rates for several years but (whether young or old) are still of substantial size relative to their competitors.

2.4 Interpreting Entry Patterns: Initial Commitments and Subsequent Options

Firms enter an industry at different initial sizes, and the entrants’ size distribution varies from industry to industry. That pattern invites interpretation in terms of entrants’ diverse expectations and real options: entrants holding more positive expectations about their untested capabilities—their costs, or the qualities of their assets—make larger initial commitments. Even if the industry’s technology supports a large optimal scale, the less confident entrant might rationally start out small, incurring a unit-cost penalty but limiting its sunk commitment while it gathers evidence on its unknown capability. Initially smaller entrants would then be expected to show higher exit rates. Entrants’ hazard rates should decline with the size of the minimum sunk resource commitment required to enter (roughly, the amount of costs that must be precommitted), but hazard rates could increase with the size of the irretrievable outlay needed to move from minimal or fringe entry to optimal-scale operation.

The empirical evidence neatly fits this framework of dispersed expectations and real options. First, Churchill (1954b) long ago showed that the size distribution of entrants to the typical industry is stable over time, suggesting some behavioral foundation. Furthermore, the distribution is aligned with the structure (entry barriers) of the entered industry (Mata 1991). Audretsch and Talat Mahmood (1995) as well as

13 There is an evident problem of distinguishing between the entrant that limits its own initial commitment from self-knowledge of its long-shot status and the small entrant that fails because input-market imperfections denied it access to the optimal entry strategy. For a theoretical model of self-limiting entrants see Murray Z. Frank (1988).
Wagner (1994a) found that entrants’ hazard rates decrease with their initial sizes, and Audretsch (1995b) established an inverse relation among industries between entrants’ survival rates and the rates at which the lucky survivors grow. Mata (1996) found that better qualified Portuguese entrepreneurs (more schooling, older up to a point) start initially larger firms. Brüderl, Preisendörfer, and Ziegler (1992) found the hazard rates of German entrant firms to be lowered by the entrepreneur’s general and industry-specific work experience, after controlling for the business’s initial size and access to a broad (national) market; with these factors controlled, access to start-up capital was not a significant additional factor—lenders themselves apparently take these same success factors into account. Baldwin and Mohammed Rafiquzzaman (1995a) observed among Canadian industries a trade-off between the initial productivity levels of entrants who would subsequently survive (for at least ten years) and the rate at which their labor productivity subsequently grew. In each industry they compared the productivity in the first three years of survivors destined to last for a decade and ill-fated entrants who would not; the less the survivors’ initial advantage over the quitters, the greater is the productivity growth subsequently achieved by the survivors. There is also an inverse relation between a survivor’s initial labor productivity (relative to the productivity of incumbent firms) and the rate at which that productivity subsequently grows. The Baldwin-Rafiquzzaman findings invite the interpretation that successful entrants know or quickly learn their potential for rapid productivity growth. The invitation may be too seductive, because the Canadian data base lacks capital stocks, and Wedervang’s (1965, pp. 194–96) study of Norwegian entrants showed that entrants have low labor productivity but high capital productivity. The winning entrants’ labor-productivity gains might derive either from increasing their residual efficiency or exercising the option to make a major capital commitment.  

Further evidence of self-selected variation in initial commitments appears in the findings of DRS (1989b, 1989c) about differences between single-plant and multi-plant entrants, and between entries by new firms and firms established elsewhere. Single-plant entrants suffer much higher attrition than multi-plant entrants, consistent with the latter’s much larger initial size commitments, reflecting greater confidence about prospects. Correspondingly, new-firm multi-plant entrants do much less well than diversifying multi-plant entrants, who likely have more accurate information on their ability to operate profitably in the entered industry. Capricious capital constraints or the hazards of undiversified life might explain this pattern, but differences in rational self-assessments are strongly suggested.

This real-option perspective is strengthened by evidence of industry-structure influences that both reduce survival and speed the survivors’ growth. Audretsch (1995a, pp. 57–62; 1995b) confirmed several: the importance of MES in production and the importance of innovation, both in the

14 Laura Power (forthcoming) showed that post-entry investment bursts by successful entrants are far from the whole story. She concluded that in general plant-level labor productivity responds only weakly and slowly to “spikes” of machinery investments, even those undertaken after the plant’s initial “birth” investment. Substantial and immediate effects turn up only in chemical-process industries. Elsewhere, investment may chiefly expand capacity rather than raise productivity.

15 It also increases the mobility of small firms relative to large ones (Acs and Audretsch 1990, chap. 7).
industry as a whole and for its smaller firms. Audretsch (1995a, chap. 4) and Audretsch and Mahmood (1995) found that entrants' hazard rates increase with the industry's capital intensity (while older firms' rates decrease). Two considerations let us make sense of this odd-sounding result. First, there is abundant evidence that manufacturing production functions are not homothetic, and capital intensity increases strongly with scale in the typical manufacturing industry (e.g., Caves and Thomas A. Pugel 1980), so small-scale entry need not entail a large sunk capital investment. Second, if factors such as scale economies, capital intensity, and successful innovation can sustain rents to capable incumbents, they induce firms to enter for at least a "look" at their chances of ultimate success (see the model of S. A. Lippman and R. P. Rumelt, 1982). Similar to Audretsch's finding on capital intensity is Marvin B. Lieberman's (1989) conclusion that the learning-curve advantages of leading incumbents of U.S. chemical processing industries do not deter the entry of new competitors but do lower their survival rates. A final evidence of entry as an options purchase lies in Audretsch and Mahmood's (1995) comparison of hazard-rate models fitted to entrant single-plant firms and to new establishments of established firms: the dependent establishment is more likely to exit (with all other factors controlled), consistent with lower sunk costs associated with the entrepreneurial unit; but its survival is not predictable by any of the factors that cogently determine the start-up firm's decision to stick or exit.

With this evidence of entrants' options noted, it still holds (for Portuguese manufacturing, Mata and Jose A.F. Machado 1995) that the initial sizes chosen by entrants increase with the industry's MES, and that (among entrants) the sizes of the larger ones are more strongly influenced by MES in its relation to the market's size and growth.

In summary, the new evidence imputes more rationality to entrants' decisions than has generally been assigned to them. To put the point provocatively, we have thought many entrants fail because they start out small, whereas they may start with small commitments when they expect their chances of success to be small. At the same time, small-scale entry commonly provides a real option to invest heavily if early returns are promising. Consistent with this, structural factors long thought to limit entry to an industry now seem more to limit successful entry: if incumbents earn rents, it pays the potential entrant to invest for a "close look" at its chances.

The testing of this model of entrants' options is aided by what appear to be major differences between the typical manufacturing and the typical services industry in the abundance of post-entry growth options. Pakes and Ericson (forthcoming) and Troske (1996) suggested that services entrants quickly settle at their steady-state sizes, while manufacturers take time to grow into them.
2.5 Entry and Exit through Control Changes

Turnover also occurs in the control of business units through acquisitions, mergers, and sell-offs of plants. From the perspective of static equilibrium models, these changes are commonly regarded as without consequence for industries’ behavior and performance. However, control changes can have substantial effects. Large U.S. firms’ diversified acquisitions in the 1960s and 1970s drew a justifiably bad press for the subnormal subsequent performance of the acquired business units (e.g., David J. Ravenscraft and F.M. Scherer 1987). When comprehensive census records of control changes came available for analysis, however, a positive relation emerged between control changes and productivity changes. The productivity levels of plants fated for changes in control tend to fall before the change and to recover afterward (Frank R. Lichtenberg and Donald Siegel 1987; also Lichtenberg 1992). Baldwin (1995, chap. 3) analyzed the consequences of control changes for both the market shares and normalized productivity levels of transferred Canadian plants, distinguishing between mergers and spinoffs and between combinations with diversified activities unrelated and related to the unit’s industry base. When a firm enters an industry by acquiring a plant, that plant’s market share grows somewhat for six years but then drops sharply. The productivity of continuing plants that underwent control changes in the 1970s was typically above average in 1970 but nonetheless higher still at the decade’s end. This improvement occurred for all types of control changes except unrelated mergers, and even these showed improvement when the aggregate effect was calculated using plant-size weights rather than unweighted.

Robert H. McGuckin and Sang V. Nguyen (1995) analyzed all plants in the U.S. food and beverage sector that experienced control changes during 1977–82, following them until 1987 and comparing their labor productivity to plants in the same four-digit industry not undergoing control changes. Their main finding resolves an apparent contradiction between Ravenscraft and Scherer (1987) and Lichtenberg and Siegel (1987) concerning the initial (1977) productivity of plants fated for changes in control. Lichtenberg and Siegel, whose data pertain largely to big plants employing more than 250, observed deterioration prior to the control change, while Ravenscraft and Scherer found that control changed for many highly productive small plants. McGuckin and Nguyen concluded that both were right. In their comprehensive data set, the unweighted average initial relative productivity of plants that would undergo control change exceeds unity, and the higher the relative productivity, the more likely the control change. When the average is weighted, however, the ratio lies below unity. And when analysis is confined to large plants, the relation reverses: the likelihood of control change decreases with initial relative productivity. It appears that control changes can either lift the performance of an unproductive large unit or supply resources needed to leverage the strengths of a highly productive small one.

To explain the productivity of control changes, Lichtenberg and Siegel (1987) invoked the theory of job-matching: a continuous stream of disturbances renders some of the ownership links between enterprises and plants (or other major fixed assets) nonoptimal and induces reshuffling through the market for corporate control. Such a model is not only consistent with their overall result, but also can be extended to predict
differences among industries in the incidence of control changes. For the reshuffling of plants (or lines of business) among firms to be productive, there must be sources of heterogeneity that allow the mismatches to crop up. Assets tied to plants or business units must have these traits: (1) Their qualities or attributes differ from unit to unit, in the sense of either vertical or horizontal differentiation. (2) These heterogeneities cause assets' productivities to vary substantially depending on the other business assets with which they collaborate within the firm. (3) These business assets must be "important"—lumpy or discrete, so that variations in their productivity can warrant incurring the transaction cost of a control change. (4) Transactions in these assets must be subject to market failures that prevent them from being rented or sold directly rather than as components bundled with plants or lines of business. (5) Disturbances continually affect an asset's productivity, not just overall but conditional on the other assets with which it is combined. Job-matching models such as Dale T. Mortensen and Christopher A. Pissarides (1994) seem close in spirit to these conditions. The conditions can be plausibly linked to observable traits of industries (importance of product differentiation, selling costs, or advertising; importance of science base and innovation; importance of scale economies in production). For Canadian manufacturing industries, Baldwin (1995, chap. 11) showed that the volume and productivity of control changes are greater in industries where such inputs are more important.20

3. Turnover, Mobility, and Static Elements of Market Structure

These findings on turnover and mobility pose an important challenge for empirical industrial organization, for both the traditional taxonomic (structure-conduct-performance, or SCP) approach and modern market-econometrics approach rest on comparative statics applied to models of market equilibrium. The emphasis here falls on the SCP approach. Its strategy, to inventory regular empirical relationships among elements of market structure, patterns of behavior, and levels of performance, is close in spirit to the turnover literature's quest for empirical regularities (see Richard Schmalensee 1989).21 Are the stylized facts of the old SCP and the new turnover regularities mutually consistent? Can they shed light on and explain one another? The core of the SCP taxonomy is the causal relationships starting from the number and size distribution (concentration) of participants in a market and the factors limiting their number or access (entry barriers). Concentration itself is regarded as a consequence of factors limiting the equilibrium number of incumbent firms and/or supplying incumbents with first-mover advantages over subsequent entrants. It proves convenient first to align concentration and turnover, including concentration's dependence on entry barriers, then to consider how the structural entry barriers themselves relate to turnover.

3.1 Concentration and Turnover: Contemporaneous Relationships

In the SCP paradigm, sellers' concentration is thought to affect their

20 This result agrees with many findings in the literature on corporate diversification, which attributes the linking within the firm of businesses that serve different markets to just such assets that have the additional property that they can be used productively in more than one market.

21 Turnover does have important implications for the "new IO" that are illustrated by G. Steven Olley and Pakes (1996).
behavior patterns but also to depend on their past conduct. Concentration is thus both a potential influence on mobility and turnover and (as the LPE shows) a potential consequence of mobility. And it depends on entry and exit in the near-definitional sense that the number of incumbent firms equals cumulative entries minus cumulative exits.

An inverse relation between an industry's concentration and its average rate of turnover due to entry and exit seems well established. Baldwin (1995, Table 8.5) related four-firm concentration ratios in Canadian manufacturing industries in 1979 to both turnover from entry and exit and turnover from incumbents' mobility, each measured over the preceding decade. His regression model also includes the standard measures of structural entry barriers long established as significant determinants of concentration. Turnover due to entry and exit exerts a powerful negative effect. Baldwin (1995, chap. 8) also used principal components summarizing various turbulence measures to supplement the standard cross-section model of concentration's determinants. Again, a principal component weighted positively on turnover due to entry and exit yields a great deal of incremental explanatory power.

Concentration is also commonly included as a regressor in cross-section models seeking to explain entry rates or turnover from entry and exit. Given that such models usually include the structural forces (entry barriers) that limit the equilibrium number of incumbents, it is not clear what behavioral mechanism is being tested. Because of causal links among the regressors (and resulting high multicollinearity), perverse signs commonly appear even when concentration itself takes a significant negative coefficient. The appropriate conclusion about concentration's influence is moot until we can replace it with measures of the mobility-detering conditions or policies (such as vertical restraints on distributors?) employed by concentrated producers.

The relationship between incumbents' mobility and concentration is more elusive. Contrary to LPE, changes in concentration have no simple empirical relation to the mobility of an industry's firms. In Canadian manufacturing, while concentration showed no trend on average, Baldwin (1995, chap. 7) could regard only about 15 percent of the industries as low in turnover. Although some forms of turnover seem positively correlated with absolute changes in concentration (Baldwin 1995, Fig. 7.2), high mobility and stable concentration are evidently compatible in industries that range widely in concentration levels. In Baldwin's cross-section regression analysis, mobility among continuing firms has a negative but insignificant effect on 1979 concentration levels. When principal components are used, entry/exit turnover remains the dominant influence, and the only significant component strongly weighted on a mobility measure seems to imply that when entry/exit turnover is raised, concentration declines more where incumbents' share changes are similar.

Evidence of relations running from concentration to mobility is similarly thin. Baldwin (1995, chap. 5) did find a negative relation between concentration and mobility of the leading firms. However, it turns up as greater mobility for leaders only in the least concentrated quintile of industries, which hardly suggests that collaboration among oligopolists fostered by concentration is what deters mobility. Acs and Audretsch (1990, chap. 7) reported a significant positive influence of concentration on mobility in U.S.
manufacturing industries, but the presence of collinear regressors makes it difficult to interpret. Whatever structural elements determine the differences among industries in incumbents' mobility, concentration is not the dominant one. Mobility's determinants are easily found, however, in more basic elements of market structure. Baldwin and Rafiquzzaman (1995b) employed a classification (originated in the Organization for Economic Cooperation and Development) of manufacturing industries into five broad groups: natural resource-based, labor intensive, scale economies-based, product differentiated, and science-based; partitioning industries into these classes captures a surprisingly large amount of variance in the fundamental conditions of technology and demand among narrowly defined manufacturing industries.\textsuperscript{22} The mobility of incumbents tends be high in labor intensive and product differentiated industries, low in scale-based ones. The pattern is what one would expect if mobility increases with competitors' scope for making uncertain investments that affect their market share, and decreases with the sunkeness of costs (which leads to narrowly confined short-run capacities). Baldwin (1995, pp. 344–58) related measures of long-run profitability of Canadian manufacturing industries to various measures of turn over and appropriate control variables. Mobility among incumbents has a marginally significant negative effect, and net entry as expected is a highly significant negative influence. Turn over due to entry and exit surprisingly exerts a significant positive influence, perhaps due to causation running from the rents of successful incumbents to the number of entrants willing to test their luck.\textsuperscript{23}

Researchers were led on their quest for a causal influence of concentration on mobility and turnover by the hunch that competition in some sense is a source of turbulence that may be dampened by oligopolistic cooperation. One specific form of competition was tested by Baldwin and Richard E. Caves (1998): international rivalry, measured by imports' penetration of the national market and/or the share of domestic output exported. As to the mechanisms at work, the variance of disturbances might be greater for transactions crossing national borders, or (more subtly) international competition might increase the closeness of substitutes for varieties of a differentiated product, so that any given exogenous disturbance generates larger quantity responses and hence more mobility. They found that international competition does indeed increase mobility and (entry-exit) turnover in Canadian manufacturing industries. The relation is not a particularly strong one, however. Baldwin (1995, pp. 139–47) noted a similar effect of import competition on mobility in both Canada and the United States, although Davis, Halfwanger, and Schuh (1996, pp. 47–49) reported negative results from a less closely targeted test. Roberts and Tybout (1996, p. 7) also mentioned obtaining negative results for several developing countries. In studying the effects of a large-scale trade liberalization on New Zealand manufacturing, John K. Gibson and Richard I. D. Harris (1996) concluded that "the plants likely to survive trade liberalization were larger, lower cost, older, used specialized capital and were owned by specialized firms

\textsuperscript{22} Further evidence appears in the positive rank correlations reported by Roberts (1996b, Table 2.6) between turnover rates in industries matched between countries.

\textsuperscript{23} Baldwin suggested industry life cycles as an explanation: at early stages both entry/exit turnover and profitability are high; in maturity both decline.
with few plants.” In short, import competition shook out the less efficient and the less “sunk” (also see Joseph E. Flynn 1991, on trade liberalization in the United States).

3.2 Concentration and Turnover: Cumulative Effects

This completes the descriptive relations found in cross-section between concentration and entry-exit turnover and incumbents’ mobility. Much remains to be said, however, about concentration as a cumulative result of random processes operating through turnover and mobility, in the manner of Gibrait and the LPE. Two separate theoretical and empirical literatures have evolved, one updating Gibrait, the other resting on the concept of a product life cycle. They lead to broadly similar conclusions but benefit from separate treatment.

That concentration might reflect both structural forces (notably minimum efficient scale [MES] interacting with the size of the market) and random disturbances was recognized theoretically by Herbert A. Simon and Charles P. Bohnie (1958) and empirically by Edwin F. Mansfield (1962). Davies and Bruce Lyons (1982) developed this insight into an empirical interindustry test in which the $n$-firm concentration ratio is allowed to depend on a lower bound set by MES and market size plus an additional component increasing with the variance of random disturbances that lift leading firms above the MES threshold. Sutton (1997, forthcoming) developed an important theoretical synthesis, building on the approach of Yuji Ijiri and Simon (1977), that rests on two assumptions: (1) New market opportunities arise continually, and the likelihood that the next one will be seized by any incumbent firm is a nondecreasing function of that firm’s size (this relaxes Gibrait’s proportionality between size and growth). (2) New firms enter at a constant rate. These assumptions predict a lower bound for concentration as a function of the number of firms in the market that is independent of the rate of entry (proportion of opportunities captured by new firms) but does depend on the assumption that the market grows over time. Sutton (forthcoming, chaps. 10–13) showed that this lower bound to the level of concentration conditional on the number of firms seems highly consistent with data on manufacturing sectors in several countries. In a related contribution Davies and Geroski (1997) linked the random factors determining each leading firm’s market share to the random processes influencing an industry’s concentration level overall. They devised a way to integrate the determinants of mobility—changes in the market shares of individual leading firms—with the determinants of the change in industry concentration. Thus, the change in each leading firm’s share (in U.K. manufacturing industries) is treated as a function of its initial market share and the firm’s own rate of spending on advertising and R&D relative to its competitors, so that both discretionary sunk outlays and Galtonian regression can play their roles (also Geroski and Toker 1996).

Sutton’s two massive investigations of market structure’s determinants (1991, forthcoming) cannot receive just treatment here, but we at least note their links to the literature on turnover and concentration. His investigation of the food-processing industries in various nations focused on the role of “endogenous sunk costs”—outlays establishing trademark goodwill or buyers’ perceptions of superior product quality. For reasons indicated by the theory of vertical differentiation, such successful outlays greatly enlarge the innovator’s
market share and put pressure on rivals either to imitate the strategy or to exit. Either way, concentration tends to increase, and its minimum bound stays strictly positive as the market’s size increases without limit, because a larger market increases the firm’s expected returns from these discretionary fixed (and sunk) outlays. The outlays themselves, however, can be regarded as randomly arriving opportunities, and in that sense the concentration arising from endogenous sunk costs depends on the variance of random opportunities and the persistence of their consequences.

In shifting his attention to research-intensive industries, Sutton (forthcoming) retained from his previous study the central role of endogenous fixed costs—now, to develop a vertically differentiated product. The new study deals explicitly with horizontal differentiation and the substitution between innovative and established products. Suppose that an innovative industry offers a line of horizontally differentiated products. The payout (profit, market-share gain) to an endogenous sunk outlay on improving one of these products can still be high if (1) the innovation productivity of R&D outlays is high, (2) this product is an important one for the industry, and/or (3) substitutability in demand between this product and others in the industry’s line is high. Implications for concentration then follow as in Sutton (1991), except that the lower bound for concentration now decreases with the heterogeneity of the industry’s product line. Once more, the randomness of innovation opportunities and successes links this mechanism to the random-process model. As in Sutton (1991), the theoretical model is supported by an impressive array of statistical tests and case studies.

Sutton’s work clearly revitalizes the random-process approach and gives it potential applicability to a wide range of markets (see William T. Robinson 1993). In ways suggested by the “active learning” models of Richard R. Nelson and Sidney G. Winter (1978) and Ericson and Pakes (1995), parameters of the distribution of random outcomes can be related to observable data to test hypotheses about the richness and variance of opportunities, the persistence of disturbances’ effects (mean reversion), and the appropriability of favorable opportunities (alternatively, the contagion of crippling afflictions).

The other empirical and theoretical way to link random processes to concentration lies in the research starting from Gort and Klepper (1982) on the life cycles of industries that arose from important product innovations. Although the theoretical components of this literature grew out of its empirical observations, it is convenient to begin with theory (Klepper and Graddy 1990; Klepper 1996) in order to facilitate comparison to Sutton’s approach. A market begins with some major and profitable but not fully appropriable innovation that attracts a queue of potential entrants. Firms that have entered can carry out product and/or process R&D. Product R&D yields modifications that are soon imitated (no enduring vertical differentiation). Process R&D lowers cost toward an (exogenous) attainable minimum and is more profitable for an incumbent, the larger its size. The competitively determined price falls with incumbents’ costs. Over time fewer and fewer potential entrants enjoy positive expected profits. Incumbents less successful in lowering costs drop out. The cycle relies on random processes to determine the capabilities of potential entrants in the queue and the successes of incumbents in product and (especially) process innovation.
This model was devised to explain facts emerging from studies of a number of innovative products (Gort and Klepper 1982; Klepper and Graddy 1990; Agarwal and Gort 1996) and more intensive studies of five industries (Klepper 1995; Klepper and Kenneth L. Simons forthcoming). The large-sample studies show an impressive regularity in the gross flows of entrants and quitters as the product passes from an innovation to a mature good. The number of incumbents rises to a peak reached at a time when industry output is still growing. The number then falls off to a plateau level likely to persist until industry output actually declines. The rate of product innovation peaks early in the cycle, the rate of process innovation later. Within a few years after the industry’s origin, the survival rates of the earliest entrants come to exceed those of all subsequent entering cohorts. Correspondingly, the leading firms in the mature industry were usually among the early entrants; the basis for this first-mover advantage (skill and luck at process innovation, in the model) does not come particularly clear in the empirical studies (Klepper 1995). Contrary to other authors, Klepper (1997; Klepper and Simons forthcoming) argued that the shakeout of firms in the latter part of the cycle arises not from exogenous developments (major product innovations, emergence of a standard product configuration) but is implied by the basic conditions that drive the whole cycle.

To conclude, Sutton’s and the lifecycle approaches to turnover and evolving concentration differ in many ways, but are clearly complementary in the opportunities that they open for empirical research. In general, incorporating turnover into traditional industrial organization clarifies how underlying structure shapes the environment in which market outcomes are determined. However, the evidence on turnover also deepens our anxiety as to what measurable features of markets are truly exogenous. While making the problem harder, the turnover literature does tell us where to look: the random drawings come from distributions that differ from market to market. They vary in where the disturbances strike, how large are their means and variances, and how durable are their consequences. The relevant parameters can be related coherently to “bedrock” characteristics of technology and tastes, although pinning down the connections will be a major challenge for empirical researchers. Turnover also hurls down a considerable challenge to those who seek their empirical research agendas from modern game theory. The outcomes that reflect adroit play of strategic advantages may be few relative to the outcomes in which the winner of a commitment game is the one who guessed most accurately the magnitude of Nature’s next draw.

3.3 Structural Entry Barriers and Turnover

Standard structural barriers to entry first identified by Joe S. Bain (1956) have a well-established ability to predict industries’ concentration levels (even if the normative interpretation of those barriers remains a festering issue). The theory of contestable markets flagged the need to establish the basis in sunk or committed costs for anything labeled a barrier to entry, and Ioannis N. Kessides (1990a, 1990b) found that both entry and concentration depend on the sunkness of incumbents’ commitments. The coefficient of variation among industries of entrants’ survival

24 Mata (1995) found entry into Portuguese manufacturing to decline with the sunkness of incumbents’ capital, but sunkness deters exit only through its effect on gross entry.
rates exceeds that of entry rates (Audretsch 1995b), and barriers must clearly be regarded as affecting survival as well as entry.

To ensure the coherence of their mechanisms, these entry barriers need to be related to the uncertainty of entrants' investments and its consequences for the numbers of entrants and commitments they choose. Entry barriers based on scale economies we usually suppose to have no randomness in their effects (but cf. David E. Mills and Lawrence Schumann 1985). Those based on proprietary intangible assets (advertising and buyer goodwill, proprietary innovations) and even learning by doing are another story, as we saw in Section 2.4. Entry-deterring assets based on intangibles are related to random processes and turnover in two ways. First, incumbents' advantages acquired through luck or skill are potentially wasting assets, at risk of losing their quasi-rents and deterrence potential due to taste shifts, other firms' innovations, and the like. Second, before entrants commit to a market, their qualifications will differ in unknown ways. Occasionally the random entrant will turn up with assets that excel those of some incumbents, supplying them with what George S. Yip (1982) called "gateways to entry." The larger the rents earned by successful incumbents and the smaller the entrant's sunk admission charge, the more entrants will make the attempt, and the higher will be their infant mortality rate (compare Lippman and Rumelt 1982). Thus, the entry barrier more essentially deters successful entry than it does gross entry.

A good deal of empirical evidence confirms this integration of structural entry barriers with random processes. Acs and Audretsch (1987, 1988) addressed the issue of innovation as a barrier or a gateway to entry using data on the number of innovations introduced in 1982 and classified by four-digit U.S. industry and size of the innovating firm. Small firms on average have higher rates of innovation (per employee) than large firms. Small firms' innovation rates are lower, relative to their large competitors' rates, in the less innovative industries and those with "heavy industry" characteristics (high concentration, capital intensity, unionization). When the determinants of the innovation rates themselves are analyzed (Acs and Audretsch 1988), the small firms' rate surprisingly is not less sensitive to the industry's level of company-financed R&D spending. The small firms' rate is reduced by the industry's advertising outlays but increased by the human capital of its labor force, consistent with small firms' rate being high early in a basic innovation's life cycle and declining (absolutely and relative to large competitors) as the cycle proceeds. Correspondingly, the opportunity to make and appropriate innovations, a gateway to entry early in the process, becomes a barrier to entry in the mature stage (this model was sketched by Dennis C. Mueller and John E. Tilton 1969; William J. Abernathy and James M. Utterback 1978 discussed its implications for the sunkness of incumbents' resource commitments). With other factors controlled, the small firms' innovation rate is a significant positive influence on the rate of entry into industries (Audretsch 1995a, chap. 3). Klepper and Simons (forthcoming), studying a group of industries that ultimately became highly concentrated, confirmed innovation's

25 Gort and Akira Konakayama (1982), although working with net-entry data, modeled entry and exit as gross flows determined in the setting of innovative, growing markets. They inferred that both entry and exit increase with the industry's rate of patenting and the growth rate of output per firm, while entry (but not exit) also increases with the industry's incidence of major innovations.
decline over the life cycle and conversion to an entry barrier; in these industries, process and (largely) product innovations were dominated by larger incumbents throughout the cycle.

Kessides (1986) concluded that the sunk (capitalized) value of industry advertising outlays serves as a goodwill entry barrier, but the current flow (including entrants' outlays) operates as a gateway. We lack direct tests of the barrier-vs-gateway duality comparable to Acs–Audretsch in product-differentiation entry barriers, but the parallel seems clear. Robinson and Claes Fornell (1985) identified high barriers with pioneering trademarks immune to obsolescence (also Mata 1995). The increase in the productivity of large-scale advertising associated with the rise of television increased concentration (Willard F. Mueller and Richard T. Rogers 1980) but it also increased mobility (Mark Hirschey 1981). Robert J. Stonebraker (1976) in a neglected paper showed that the uncertainty of profits of small (fringe) firms in an industry increases with the product differentiation entry barriers protecting large incumbents.

To complete the analysis of turnover and entry barriers, we refer briefly to the large literature on the determinants of net entry (surveyed by Geroski 1991a, 1995). It concludes that net entry should be represented as an adjustment process that depresses industry profits to the "limit" level that renders further entry unprofitable, or that (in the "free entry" case) increases the number of incumbents to their zero-profit equilibrium number.26 When the dependent variable becomes the gross number of entrants, another block of determinants is needed to model the replacement of incumbents, including expected failures among the entrants (Baldwin 1995, chap. 14). Most studies have modeled this replacement component rather crudely by including the number of incumbent firms, when the gross number of entrants is the dependent variable. Enrico Santarelli and Alessandro Starlacchini (1994) employed the prevalence of small firms (whose mortality accounts disproportionately for turnover). Boeri and Bellmann (1995) added the lagged number of entrants as an explanatory variable, though with only modest statistical success, and Sleuwaegen and Dehandschutter (1991) found that entry increases with lagged exit. Baldwin (1995, chap. 14) observed a positive effect of the variability of industry sales on the number of entrants, suggesting that it reflects the decreased survival rate and increased entry needed to sustain expected zero profits in equilibrium.27

A result regularly reported in the entry-determinants literature is that, while structural barriers deter entry by newly created firms, they have little significant effect (sometimes even a positive effect) on entry by initially large newcomers, by firms established in other industries, or by multinational

26 Another element recently added to this model is a supply-side component to depict the individual's trade-off between selling labor services and undertaking the entrepreneurial role. The implication that (c.f. par.) an increase in the unemployment rate should raise the number of entering firms was confirmed by Evans and Linda S. Leighton (1990), among others.

27 The positive effect of sales variability on gross entry is complemented by its negative effect on new-plant construction by incumbent firms (Baldwin 1995, Table 3.7); the incumbents are likely to build larger plants that are low-cost but better suited to stable environments (Mills and Schumann 1985). Regarding gross entry studies in general, the consideration of entrants' turnover calls into question researchers' practice of measuring entry by the market share achieved by entrants arriving over some time interval. That variable is the outcome of the gross number of entrants, their early hazard rates, and the growth rates achieved by the survivors. These three components do not have identical determinants, and it seems desirable to address them one by one.
firms. Baldwin and Paul K. Gorecki (1987; also Geroski 1991b and Mata 1993) explicitly treated the different types of entrants as responding to different replacement incentives (e.g. foreign-controlled entrants expect to replace foreign-controlled incumbents). Short-run entry inducements (profits, market growth) typically have little statistical effect on these well-endowed entrants. The pattern is consistent with their entries being driven largely by a replacement mechanism: apparently they expect to pass successfully through an entry “gateway” and compel incumbents to contract or exit.

3.4 Market Structure, Mergers, and New Entry

Actual entry and structural entry barriers must also, in light of the new evidence on turnover, be related to the incidence of changes in corporate control. Control changes (see Section 2.5) are not neutral with respect to the productivity and market shares of the acquired business units. They are “entry-like” in their potential competitive effect on other firms, which makes their relation to structural entry barriers important for an understanding of those barriers’ overall effect. Baldwin (1995, p. 48) found that during 1970–79 rates of entry by acquisition and “green field” among Canadian manufacturing industries were negatively correlated, −0.18, statistically significant. Furthermore (Table 3.6), while the green-field entry rate decreases with four-firm concentration (regarded as a proxy for structural entry barriers), entry by acquisition significantly increases with it. See Nils-Henrik Mörch von der Fehr (1991) for related results.

Behind the inverse relation between green-field and acquisition entry rates lies the fact that acquisition rates are high in just those industries surrounded by structural barriers to entry. Baldwin (1995, chap. 11) found that both the incidence and the productivity of control changes are high in industries that are surrounded by structural entry barriers—production scale economies, product differentiation, control of proprietary technologies. Structural entry barriers thus exert their effect not simply by limiting an industry’s equilibrium number of firms but also by altering the gross number and failure rates of entrants trying their luck, the mixture of types of entrant, and the relative occurrence of entry via new plants (or plants switched from other industries) and acquisition of incumbent capacity.

4. Turnover, Productivity, and Efficiency

4.1 Contribution of Turnover to Productivity Growth

The simple Darwinian interpretation that we reflexively assign to business units’ turnover implies that the more efficient units displace the less efficient, so that average productivity rises. Researchers on turnover have seized the opportunity to measure this contribution and impute industry-level productivity gains to increases in the productivity of the average unit and the displacement of the less by the more efficient. Bartelsman and Dhrymes (1992) dramatized the role of turnover. In U.S. manufacturing, the unweighted mean total factor productivity (TFP) of large plants (over 250 employees) showed a sustained decline through 1972–84, though with a definite upturn in 1984–86. Over the same period, aggregate (i.e., weighted) TFP at the two-digit industry level dipped in the early 1970s but subsequently achieved a sustained increase. Individual plants’ rankings in the productivity distribution they found to be quite stable, so much of the
discrepancy depends on the process of reallocating shares toward the more efficient.
Baldwin (1995, Table 9.1) considered the responsiveness of turnover to productivity differences among units. He divided all plants in each industry around median labor productivity and found that units exiting in 1970–79 were significantly concentrated below the 1970 median, while the previous decade’s (surviving) entrants were more prevalent above the 1979 median. The pattern holds for other classes of entrants and exits but with exceptions: plants closed by continuing firms, and entrants who switch plants previously classified to other industries. With their sizes controlled, entrant plants of new firms became 16 percent more productive than continuing plants by 1979, and new plants of continuing firms 31 percent more productive. Continuing plants that were less productive in 1970 had a somewhat higher chance of gaining market share during the following decade (regression to the mean, once again), but in 1979 the percentage above the median that had gained share greatly exceeded the percentage below the median that had gained (Baldwin 1995, Table 9.2). Continuing plants that gained share were in 1970 insignificantly more productive than those destined to lose share, but they wound up 34 percent more productive in 1979.

Another contribution to the relation between turnover and productivity is Byong-Hyong Bahk and Gort (1993), who investigated related issues concerning the maturation of new plants in fifteen manufacturing industries. There is potential inconsistency between the recent findings on the growth and maturation of new business units and the traditional presumption that a plant or firm has a unique or at least a minimum optimal scale of operation. One way to reconcile the dynamic evidence with the static presumption is to establish what role vintage effects and learning-by-doing play in the plant’s productivity level. Bahk and Gort followed to 1986 plants that had begun operation between 1973 and 1982, establishing that (overall, and within most industries) both average capital vintage and cumulative output have significant effects; the evidence does not distinguish clearly between cumulative plant output and the passage of time as factors governing the rate at which productivity improves.28 They also found that the explanatory power of cross-section regressions of plants’ input-output relations increases with plants’ ages, consistent with Jovanovic’s process of time-related learning.

Imputing industrywide productivity growth to components of unit-level productivity growth, turnover, and mobility presents a problem of statistical decomposition. It can be done in various ways resting on different economic assumptions. For example, do the shares gained by entrants come at the expense of exiting firms, and those of expanding incumbents from the shrinking incumbents? Or do all the expanders push indiscriminately against all the contractors? Baily, Hulten, and Campbell (1992) decomposed five-year productivity growth for 23 U.S. manufacturing industries in a way implying that the mobility of continuing plants adds roughly 50 percent (their Table 1) to those plants’ own productivity growth. Low-productivity plants are more likely to exit (although initial productivity does not predict a plant’s switch to

28 Their findings on learning must be treated with caution. An entrant discovering immediately that it is blessed with low costs will elect to produce a large output. A young firm’s cumulative large output might therefore reflect either learning-by-doing or early confirmation of its innate efficiency.
another industry), but net entry-exit is inferred to add little because of the entrants' low initial levels of productivity. Haltiwanger (forthcoming) reported a somewhat different decomposition applied to all U.S. manufacturing industries over 1977–87. It attributes 54 percent of industrywide productivity growth to within-plant increases but divides the share-change contribution into two components: share changes weighted by the difference between the unit's initial productivity and industry productivity; and the covariance between share changes and productivity changes. The latter term isolates the productivity winners' share gains and accounts for 38 percent of industrywide productivity growth. The former picks up mean regression and accounts for -10 percent. Net entry accounts for 18 percent.

Results for other countries suggest roughly the same relative importance for turnover in industrywide productivity growth. Baldwin (1995, chap. 9) used both statistical inference and a series of alternative assumptions to pin down these replacement patterns, concluding that on any reasonable procedure, 40 to 50 percent of Canadian industries' productivity growth in the 1970s could be laid to turnover. Baldwin (1996) also analyzed turnover and productivity growth in various subperiods of the years 1973–90, finding little or no evidence of interrelation in their movements. Analyzing all manufacturing and mining establishments in Israel, Zvi Griliches and Haim Regev (1992) imputed a larger proportion of productivity growth to within-plant improvements and less to mobility, possibly because of shorter (three-year) periods of observation. Tybout (1996b) reported complex patterns in several developing countries.

The observation period's duration conspicuously affects the estimated contribution of entry and exit on industry productivity. All studies agree that in the short run, turnover from entry and exit appears to make a minimal contribution to an industry's productivity growth, because the quitters' productivity and the initial productivity levels of the entrants are similar and both below those of continuing firms, and because entrants account for a small share of activity. The productivity of surviving entrants grows rapidly, however, as they exploit their revealed competence (including the small-firm innovations stressed by Acs and Audretsch) and exercise of their investment options (see section 2.4). Exiting firms have experienced declining productivity and would presumably have deteriorated further if not pushed over the edge. In the long run, therefore, entry-exit turnover is important for industry-level productivity gains. Roberts and Tybout (1996, chap. 1) stressed this conclusion for the developing countries that they studied. Besides the evidence on developed countries reviewed in section 2, Geroski (1989) found that overall productivity growth in 79 British manufacturing industries (1976–79) increased significantly with the lagged rate of gross entry of new firms.

4.2 Turnover and Productive Efficiency

Although comparing productivity gains through turnover and through improved performance in the individual unit puts turnover's importance in useful perspective, the underlying mechanisms are not really commensurate. Given random shocks to firms' or plants' productivity levels, mobility and turnover should continuously enlarge the winners and shrink the losers whether the industry's overall rate of productivity growth is high or low. More fundamental is the relation between turnover and
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the dispersion at a point in time of the efficiency levels of competing business units, for that dispersion provides the opening for turnover to raise productivity. If we regard the production function as defining an industry’s efficient frontier, then the reshuffling of the units’ shares should directly register the penalties that the market imposes on units whose performance is slipping relative to the frontier and the rewards to those climbing toward it. Mobility should reduce the weighted average shortfall from the frontier, just as disturbances that widen the efficiency distribution should increase turnover.

Research on productive efficiency has recently drawn upon the same primary industrial census records as the research on turnover. Studies in a number of countries have used one or another technique to infer a frontier of technical efficiency for each manufacturing industry and test in cross-section hypotheses about factors that might cause or perpetuate inefficiency (Caves and David R. Barton 1990; Caves and Associates 1992; David G. Mayes 1996). These studies assume that the gap between average and best-practice productivity for an industry’s representative business unit measures an equilibrium outcome with determinants that are stable over time. On that assumption they perform cross-section (inter-industry) tests of hypotheses about structural and behavioral forces that could create a dispersion of units’ efficiency levels beneath the frontier and either speed or delay its shrinkage through the mobility process. The results support the general framework and confirm a number of specific hypotheses (Caves and Associates 1992, chap. 1; also Mayes, Christopher Harris, and Melanie Lansbury 1994, chap. 6). The confirmed determinants include such factors as industries’ R&D intensities and rates of productivity growth—sources of turbulence and obsolescence that continually drag some units beneath the productivity frontier. They also include others (competitiveness, unionization of its workforce, exposure to international competition) that should either speed or delay mobility processes. Thus, the evidence on productive inefficiency reveals the sources of opportunities for productivity-raising turnover, just as the evidence on turnover shows the strength of the forces keeping productive inefficiency in check.29

Baldwin’s (1995, Table 12.6) data dramatize the interplay of turnover and individual units’ productivity changes for Canadian manufacturing in the 1970s: while each class of share gainers displaced a less productive set of losers, average productive efficiency fell 5 percent because continuing plants that lost market share experienced large declines in their relative productivity, while continuing plants that gained share raised theirs only a little. He found some evidence on what causes units to slip farther beneath the frontier. The increase in an industry’s overall labor-productivity level is negatively correlated with the change in its productive efficiency (10 percent significance), which in turn is negatively correlated with its productivity gain through the turnover of

29 Studies of industries’ productive efficiency estimated in successive years further underline the importance of the relation between efficiency and turnover. For both Britain in the 1960s and 1970s (Sheryl Bailey 1992) and Korea during 1978–88 (Seong Min Yoo 1992) annual estimates of productive inefficiency seem to vibrate around stable means, although for Britain in the 1980s Lansbury and Mayes (1996) found upward trends prevailing. In Korea Yoo observed that the rank correlations of industries’ efficiency levels are low even between adjacent years. Bailey analyzed what determines the amount of intertemporal variation in an industry’s efficiency level, concluding that variability increases with the incidence of disturbances and decreases with the industry’s speed of adjustment and flexibility of resource use.
market shares. That is, faster technical advance pushes the laggards and nonadopters farther back and prompts more turnover to displace them. The new research on turnover has an important potential for extending our knowledge of what determines productivity dispersions. Timothy Dunne (1994), for example, concluded that the adoption of advanced production technologies is not biased away from old plants in the way vintage models suggest.

In a regression analysis, Baldwin (1995, pp. 318–26) related market shares gained by an industry’s entrants and expanding incumbents to the productivity differentials that propel this turnover and the various types of disturbances that disperse plants’ productivity levels. The exogenous variables were filtered through principal components, which makes the influences of the underlying regressors difficult to summarize. Nonetheless, it is clear that forces in both groups exert significant influences. Investigating the determinants of productive efficiency in U.S. manufacturing industries, Caves and Barton (1990, chap. 6) concluded that it decreases with the importance of product innovations to the industry and also with process innovations underlying capital-vintage effects (also Shen 1968). Lansbury and Mayes (1996) observed a negative influence of productivity growth on productive efficiency in Britain, but Akio Torii (1992) found a positive effect in Japan.

Another apparently important influence on mobility and entry–exit turnover, and thereby productivity, is the stage of the business cycle. Davis and Haltiwanger (1990, 1992) observed that gross turnover moves contracyclically, with the effects most pronounced in larger and older plants and plants belonging to multiplant firms (also see Jeffrey R. Campbell 1997). Apparently “creative destruction” is involved when adverse macroeconomic conditions force the process of adjustment (and the incurring of adjustment costs). The same result was found for Canada (Baldwin 1995, chap. 6) and the United Kingdom (Konings 1995a). In Britain, turnover tends to occur within industries during booms, between sectors during recessions. In Belgium no contracyclical job destruction was found, but the authors noted that their data covered a period lacking the major recessions that occurred in Britain and the United States (Konings, Roodhooft, and Van de Gucht 1996).30 Roberts (1996b) also found no evidence of it in the developing countries that he studied, which might well lack a core of larger and older units vulnerable to being dislodged in a recession. Indeed, in developing countries entry–exit turnover is substantially more important relative to incumbents’ mobility than in developed countries.31 Christopher L. Foote (1997) showed that these disparate results on gross turnover components might be an artifact of countries’ different net growth rates.

5. Conclusions

Plus ça change, plus c’est la même chose. Turnover processes are ubiquitous among plants and firms classified to an industry. They are also stable, explicable, and can be embraced within the traditional thinking based on market-equilibrium models that underlies the bulk of empirical research in industrial organization. The abundant new evidence on turnover processes reviewed in this paper provides a deeper

30 Also, the Belgian study, unlike the others, covered very small firms, and contracyclicality would be expected more in the larger units.

31 However, job turnover is concentrated within (rather than between) industries and regions no less in developing than in developed countries, contrary to what one might expect.
understanding of why concentration levels are what they are, why they change when they do, and how structural entry barriers affect the behavior of actual entrants. We know much more about why industries contain firms of diverse sizes and not alike-as-peas incumbents reflecting some iron law of optimal scale. We understand that the diverse fates and frequent failures of new firms reflect hidden information and option-value considerations, and need not be written off to "cannon fodder" and "animal spirits."

It is difficult to summarize a summary. However, if in a biblical mood one seeks ten substantive conclusions, they would be these:

1. In the typical industry and overall, mean growth rates of firms decrease with their initial sizes among small firms; for initially large firms growth rates and size are unrelated. The variance of growth rates decreases with firm size. Entry into and exit from the distribution occur mainly in the smaller size classes. These processes are typically consistent with the size distribution of firms (concentration) being stable over time.

2. The mobility of incumbent firms is substantial and consistent with the assumption that adjustment costs are not smoothly convex but have a fixed component. Long-run regression to the mean is clearly evident, although at a rate consistent with slow turnover in the ranks of the typical industry's largest firms.

3. Gross entry is substantial in most industries. It is much larger than net entry, due to high rates of infant mortality. Successful entrants grow rapidly, so that an entrant cohort's initial market share falls slowly. The pattern is consistent with Jovanovic's model of entrants learning their specific capabilities.

4. Entrants select different initial sizes reflecting both the structure of the entered market and their own perceived capabilities. The process works as if entrants obtain options to make larger further investments after learning or confirming their capabilities.

5. The turnover processes described so far show very little qualitative difference among countries. Less developed countries appear to exhibit more turnover associated with their concentration on activities with smaller sunk costs. Large macroeconomic disturbances (wars, major trade liberalizations, major privatizations) explicity affect the turnover process.

6. Turnover through changes in the control of business units operates in the manner of a job-matching process driven by continual disturbances to the optimal match.

7. Concentration in manufacturing industries is negatively related to turnover from entry and exit but largely independent of incumbents' current mobility, except that mobility is greater in the least concentrated industries. Changes in concentration depend on mobility-related factors. Mobility depends strongly on basic features of an industry's technology and demand conditions. Concentration strongly depends, however, on cumulative effects of past mobility rates, in ways shown by modern random-process models and analyses of industry life-cycles.

8. The traditional structural entry barriers affect both the number of entries and the entrants' survival rate; for some barriers the latter effect seems more important. Due to random qualities of new firms' endowments, entry barriers can become entry gateways for lucky entrants.

9. Productivity growth for an industry as a whole depends to an important degree on the redistribution of shares toward the more productive units and not
just on growth of the units' individual productivity.

10. Research on productive efficiency (gap between an industry's average and best-practice productivity) shows what factors determine the opportunities for productivity-raising turnover, thus complementing the evidence on turnover that shows the strength of the forces keeping productive inefficiency in check.

Much has been accomplished in a short time to set the stylized facts about turnover, but the research opportunities remain rich. Hazard-rate analyses are just coming into use to isolate the causes and correlates of individual units' fates. In particular, little is known about what factors systematically trigger the expansion or contraction of incumbent business units, and what temporal relations exist between changes in their unit profitability and scales of operation. Substantial work has been done on the factors associated with the persistence of successful business units' high profits (e.g., Geoffrey F. Waring 1996; Anita M. McGahan and Michael E. Porter 1996), but it needs to be extended and related to the general properties of turnover processes. We have far to go in relating mobility to its determinants in basic conditions of technology and demand. Because reallocations of activity from the less efficient to the more efficient are so important for the optimal use of resources, more evidence is needed on how competitive conditions within an industry affect the speed with which the more efficient displace the less efficient.

Exogenous shocks to an industry provoke diverse responses in individual units, and the relation between the overall disturbance and the pattern of responses should be pursued. This is especially important for the foundations of macroeconomics. There, analysis has begun on the relation between changes in aggregate demand and plant-level investment responses (Ricardo J. Caballero, Eduardo M. R. A. Engel, and Haltiwanger 1995) and on the relative roles for determining fluctuations in U.S. aggregate manufacturing employment's growth of aggregate shocks and of changes in the distribution of idiosyncratic shocks (Caballero, Engel, and Haltiwanger 1997). The same questions arise for shocks originating in major innovations, international comparative advantage, trade policy (especially the formation of free-trade areas), and others. 32

Turnover in the control of business units, noted only briefly in section 2.5 of this survey, deserves much more attention than it has received. This turnover has been regarded chiefly through the lens of corporate governance and contract theory, not as a type of job-matching problem triggered by changes in the optimal combination of heterogeneous business assets under particular managerial roofs.

National differences noted in this survey suggest further leads. Major reforms in national economic systems generate enormously heterogeneous disturbances to the nation's plants and firms, as in the transition economies and developing economies that have undertaken broad-based privatizations. Understanding their consequences requires following the turnover of individual units. Indeed, economic development seems to involve raising the capability to coordinate and manage larger business units with more complex teams of inputs, and that process itself

32 An important limitation of this survey from the viewpoint of macroeconomics is its emphasis on unweighted-average behavior patterns. Size-weighted patterns matter for aggregate activity, an important point in the dispute over firm size and job creation (Davis, Haltiwanger, and Schuh 1996, chap. 4)
appears primarily in the differential fates of diverse business units.
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