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Impedance Boundary Conditions for the Scattering
of Time-Harmonic Waves by Rapidly Varying

Surfaces
Jean-René Poirier, Abderrahmane Bendali, and Pierre Borderies

Abstract

A method to build impedance boundary conditions incorporating the effect of rapid variations of a perfectly conductingsurface
on the scattering of a scalar, E-polarized, time-harmonic electromagnetic wave is presented. The amplitude and the extent of the
variations are assumed to be comparable to each other and small as compared to the wavelength. The derivation of the impedance
boundary conditions is based on a decomposition of the field in two parts. The first part describes the overall behavior of the
wave and the second one deals with its small scale variations. The effective boundary conditions are rigorously constructed for
periodic surfaces presenting a large-scale global periodicity to suppress the boundary effects and a small local period to describe
the rapid variations. Numerical examples prove that the method can even be heuristically extended to more general problems. In
this respect, there are reported some results related to thenumerical treatment of small details on a smooth surface andof rough
surfaces without resorting to refined meshes.

Index Terms

Electromagnetic Scattering, Impedance Boundary Conditions, Rough Surfaces, Small Details, Homogenization, Periodic
Surfaces.

I. I NTRODUCTION

A DDRESSING electromagnetic scattering by surfaces presenting some rapid variations may be a challenge for numerical
methods. An accurate solution requires a very refined mesh which accordingly excessively increases the computational

cost. Moreover an excessive overmeshing may induce some numerical locking effects which can damage the approximating
properties of the numerical scheme. Such kind of difficulties arise when the scatterer surface presents a localized rapid variation
of a small amplitude relatively to the wavelength. In what follows, such variations will be regarded as ‘small details’.When
the rapid variations spread out along a large part of the surface, ‘rough surface’ is a more appropriate terminology. However,
for the standpoint adopted here, details can be considered as a particular case of rough surfaces. Our objective is thus to
reproduce the effect of the rapid variations by means of an effective impedance boundary condition (IBC) obtained through a
homogenization process. As a result, it becomes possible again to tackle the solution of the scattering problem by solving a
discrete problem of a quite reasonable size. Such boundary conditions are called Leontovitch conditions and are in the form
n× (E×n) = Z (n×H) whereZ is the equivalent impedance,E,H are respectively the electric and the magnetic field and
n is the unit normal to the surface. In the scalar case (2D model), this condition is sometimes referred to as a Fourier-Robin
boundary condition and is writtenαu + ∂nu = 0.

This kind of effective boundary conditions was also proposed for a long time to incorporate the effect of a thin coating
in the scattering of electromagnetic waves by a perfectly conducting obstacle (cf., e.g., [1], [2], [3], [4], [5]). Concerning the
rough surfaces, Senior [4], [6] has developed an IBC which takes into account a statistically uniform roughness. However, the
rapidly oscillating surfaces, considered in this work, areunfortunately outside the range of validity of this approach. Our aim
in the present paper is precisely to introduce an appropriate IBC and to prove its efficiency in some applications concerning
the treatment of small details and rough surfaces.

In section II, we present an adaptation of the techniques developed in [7] to determine a two-scale asymptotic expansion
of the total wave. In particular, we show how this expansion can be used to build a first-order IBC, written on a flat surface
and involving slowly varying coefficients only. Then we shortly describe the numerical schemes used to solve the problems
respectivey related to the highly oscillating exact surface and to the flat approximate one. The results for the exact surface
will be used as a reference solution to test the domain of validity of the homogenization procedure. In section II-B, we apply
the IBC approach to uniformly periodic surfaces. Such a kindof surfaces constitutes a particular case of the theory. It makes
it possible to measure the accuracy of the homogenization process in terms of some well-defined parameters such as the
amplitude, the period or the shape characterizing the variations of the surface. In section III, we use the theory in its full
form to deal with two-scale surfaces. The method is then heuristically adapted to include the treatment of both small details
in section IV and multiscale random rough surfaces in section V.
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II. T HEORETICAL ASPECTS

A. The two-scale model

We begin with the description of the surfaces that can be considered within the framework of the present theory. A sample
of the surface is selected and reproduced by periodicity as depicted in Fig. 1. This is a classical way to proceed (cf., e.g.,
[8], [9] ) used, for example, in the small perturbation method. The sample of the surface of periodL and its attached cell are

L=Nd 

d=Lδ
         

Fig. 1. Finite profile reproduced periodically

defined as follows

Ωδ :=
{
(x, y) ∈ R

2 : 0 ≤ x ≤ L, y > γδ(x)
}

, Γδ :=
{
(x, y) ∈ R

2 : 0 < x < L, y = γδ(x)
}

whereδ is a given small positive parameter characterizing the small amplitude as well as the rapid variations of the surface.
This characterization is expressed by means of a function presenting a two-scale variation

y = γδ(x) := δs(x, x/δ) = δs(x, σ)|σ=x/δ,

where the partial functionsx → s(x, •) and x → s(•, x/δ) are respectively a periodic function of periodL, describing the
slow change in the shape of the surface, and a periodic function of periodd = δL, accounting for the oscillations assumed to
be fast comparatively to the wavelength. For theoretical purposes only, we further assume thatN := L/d = 1/δ is an integer
so that the two-scale functionx → γδ(x) is indeed globally periodic of periodL. The surfaces so considered present two-scale
variations, slow and fast. The amplitude of the variations of the surface is comparable with the period of the fast oscillations.

Implicitly, the function s(x, σ) is supposed to be sufficiently derivable with respect to the two variablesx and σ. Such
an amount of regularity clearly does not match most of the applications, even those considered in section IV in this work.
However, it can be considered as a convenient framework providing a theoretical basis for the homogenization process that is
subsequently built. It is a quite common practice to make such regularity assumptions in theoretical convergence studies (see,
for instance [10]).

We focus on the E-polarized case, that is, on a two-dimensional time-harmonic wave where the electric field is completely
characterized by a unique componentuδ. This component completely describes the total wave, assumed to be induced by an
incident plane waveuinc defined in the same way. Any plane wave,u0 exp(ikxx + ikyy), wherekx andky are related to the

wavenumber byk =
√

k2
x + k2

y > 0, can be considered as akx-quasi-periodic function of periodL in the variablex. Recall

that a functionx → w(x) is kx-quasi-periodic of periodL if the following property holds

w(x + L) = eikxLw(x), for all x ∈ R.

As a result, the total waveuδ can also be assumed to bekx-quasi-periodic of periodL as a function ofx and satisfies the
following boundary-value problem for the Helmholtz equation





∆uδ + k2uδ = 0 in Ωδ,
uδ = 0 on Γδ,
(outgoing) Radiation Condition (RC) onu − uinc .

(1)

The radiation condition is the classical quasi-periodic one (cf., e.g., [11], [12]) expressed from the Floquet series expansions
of the scattered wave [13].

B. The two-scale asymptotic expansion

1) The two-scale decomposition of the field:An approach, which applies to several kinds of partial differential equations,
has been developed in [7]. It consists in seeking a decomposition of the solution as a sum of two functions, respectively
depending on a slow and a fast variable, destined to respectively handle the overall behavior of the solution, far enoughfrom
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the boundary, and its rapid variations, significant in a thinlayer near the boundary only. In this work, we decompose the total
waveuδ as follows

uδ(x, y) = U δ(x, y) + Πδ(x, σ, τ)|σ=x/δ, τ=y/δ. (2)

For each fixedx, (σ, τ) → Πδ(x, σ, τ), defined as a function of(σ, τ) on the elementary cellD,

D :=
{
(σ, τ) ∈ R

2 : 0 < σ < d, τ > s(x, σ)
}

,

is implicitly assumed to be the restriction toD of a periodic function inσ of periodd. The local elementary cellD is depending
on x implicitly. The functionΠδ is a boundary layer corrector vanishing as well as any of its derivatives asτ → ∞. Physically,
Πδ(x, σ, τ) corresponds to evanescent modes generated by the fast oscillations described by the periodicity of the surface in
σ = x/δ. The fast variableτ := y/δ is used to represent the rapid decrease of these modes along the y-axis. As this is seen
below, the dependence ofΠδ(x, σ, τ) on the slow variablex is not only destined to fit the low variations of the surface but is
also induced by a phase term characterizing theL-periodicity. The variablex of Πδ plays the role of a parameter in the local
problem set in terms of the fast variables(σ, τ).

The overall behaviour ofuδ, far enough from the surface, is described byU δ(x, y), a function depending on the slow
variablesx andy only. Similarly to uδ, U δ is supposed to bekx-pseudo-periodic of periodL but is defined on

Ω :=
{
(x, y) ∈ R

2 : 0 < x < L, y > 0
}

.

As a motivation of such a decomposition, it is sufficient to consider the form of a single fast evanescent Floquet mode for an
uniformly periodic surface. A general Floquet mode of orderp can be written as follows

Φp(x, y) = eiγpxei
√

k2−γ2
py.

with γp = kx + 2πp/d. For p sufficiently large, that is, a fast evanescent mode,Φp can be approximated by

Φp(x, y) ≈ eikxxei 2πp
d

xe−
2πp

d
y.

In terms of the large periodL := d/δ, this can be also written as a function ofx, σ andτ

Φp(x, y) ≈ eikxxei 2π
L

σe−
2π
L

τ = φp(x, σ, τ).

2) The two-scale asymptotic expansion:Each term of the decomposition (2) is expanded as follows

U δ(x, y) =

∞∑

n=0

δnun(x, y), Πδ(x, σ, τ) =

∞∑

n=0

δnΠn(x, σ, τ). (3)

The determination of the first few terms of these asymptotic expansions as in [14] will be used to construct a process permitting
the computation of an accurate approximation ofuδ much more easily than by solving the problem (1) directly. Actually, the
two-scale asymptotic expansion presented here can also be obtained by the technique of correctors [5]. However, the present
approach constitutes a more simple and systematic procedure which, at the same time, provides a better insight into the
approximation process.

3) Interior equations:Insert (2) and (3) in the Helmholtz equation∆uδ + k2uδ = 0. The chain rule yields

∆Πδ(x, x/δ, y/δ) =
(
δ−2∆σ,τΠδ + 2δ−1∂x∂σΠδ + ∂2

xΠδ
)
(x, σ, τ)|σ=x/δ, τ=y/δ

leading to
{

δ−2(∆σ,τΠ0) + δ−1(∆σ,τΠ1 + 2∂x∂σΠ0)+∑
n≥2

δn−2(∆σ,τΠn + 2∂x∂σΠn−1 + ∂2
xΠn−2 + k2Πn−2 + (∆ + k2)un−2) = 0. (4)

Equating to zero the coefficient of any power ofδ in (4), we get
(
∆σ,τΠn + 2∂x∂σΠn−1 +

(
∂2

x + k2
)
Πn−2

)
(x, σ, τ) +

(
∆un + k2un

)
(x, y) = 0.

The condition onΠδ, for τ → ∞ that expresses thatΠδ represents evanescent modes, uncouplesun andΠn, yielding for un

{
∆un + k2un = 0 in Ω
RC onu0 − uinc and onun,

(5)

and for the first two termsΠ0 andΠ1

{
∆σ,τΠ0 = 0 and∆σ,τΠ1 + 2∂x∂σΠ0 = 0 in D,
lim

τ→∞
Π0(x, σ, τ) = 0, lim

τ→∞
Π1(x, σ, τ) = 0. (6)
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System (6), satisfied byΠ0 and Π1, has to be regarded as a family of systems depending smoothlyon the parameterx.
However, as it will be shown below in the implementation of the method, only a limited number of such systems are really
solved.

4) Equations resulting from the boundary condition:Plug (2) and (3) in the boundary condition. Up to and including the
terms inδ, this can be written

u0(x, δs(x, σ)) + Π0(x, σ, s(x, σ)) + δ(u1(x, δs(x, σ)) + Π1(x, σ, s(x, σ))) = O(δ2).

Discarding once more all the terms inδ2 and using a Taylor expansion iny, we get an approximate expression for the boundary
condition, explicit relatively to the parameterδ,

u0(x, 0) + Π0(x, σ, s(x, σ)) + δ(s(x, σ)∂yu0(x, 0) + u1(x, 0) + Π1(x, σ, s(x, σ)) = 0.

Again, equating to 0 the constant term inδ as well as the coefficient ofδ in the above condition, we are led to the following
system {

Π0(x, σ, s(x, σ)) + u0(x, 0) = 0
Π1(x, σ, s(x, σ)) + s(x, σ)∂yu0(x, 0) + u1(x, 0) = 0

(7)

Systems (5) and (6) are thus coupled by the boundary condition (7).
In (5), the slow variable “does not see” the rough surface. The equations are posed in the domainΩ with the flat boundary

Γ :=
{
(x, 0) ∈ R

2 : 0 < x < L
}

.

C. Determination of the first order terms

We limit the determination of the asymptotic expansion to the lowest order terms that are involved in the construction of
the impedance boundary condition used below, that is,u0, u1, Π0 andΠ1.

The problem satisfied byΠ0 has the following statement
{

∆σ,τΠ0 = 0 in D,
Π0(x, σ, s(x, σ)) + u0(x, 0) = 0.

(8)

It can be proved [15] thatΠ0(x, σ, τ) is constant, as a function of(σ, τ), and that it is uniquely determined. As it vanishes
for τ → ∞, Π0(x, σ, τ) = 0 so thatu0(x, 0) = 0. We have thus established that the crudest approximation ofthe solution is
simply obtained by solving the problem on the mean flat surface, without having to take any limit asδ → 0. In other words,
the roughness is not seen at order 0 




∆u0 + k2u0 = 0 in Ω,
u0(x, 0) = 0,
RC onu0 − uinc.

Now, we come to the determination of the first-order term. First, we gather the conditions satisfied byΠ1






∆σ,τΠ1 = 0 in D,
Π1(x, σ, s(x, σ)) + s(x, σ)∂yu0(x, 0) + u1(x, 0) = 0,
lim

τ→∞
Π1(x, σ, τ) = 0.

(9)

In (9), variablex plays the role of a fixed parameter. To construct a functionΠ1 satisfying (9), we first introduce the auxiliary
problem 





∆σ,τα = 0 in D,
α(x, σ, s(x, σ)) = s(x, σ),
α bounded asτ → +∞.

(10)

which has one and only one solutionα depending smoothly onx as this was established in [15]. In view of the two first
equations of (9),Π1 is necessary in the form

Π1(x, σ, τ) = −α(x, σ, τ)∂yu0(x, 0) − u1(x, 0) (11)

It was also established in [15] that
h(x) = lim

τ→∞
α(x, σ, τ).

Finally, the third condition in (9),limτ→∞ Π1(x, σ, τ) = 0 determines the boundary condition reducing with (11) the
determination ofu1 to the solution of the following problem





∆u1 + k2u1 = 0 in Ω,
u1(x, 0) + h(x)∂yu0(x, 0) = 0,
RC onu1.
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D. Construction of the impedance boundary condition

Instead of solving two boundary-value problems to determine u0 + δu1, it is more convenient to construct an equivalent
impedance boundary condition on the flat surface leading to aboundary-value problem whose solution gives an approximation
ũδ = u0 + δu1 + O(δ2) including the zero and first order terms.

The construction starts from the following simple observation. The truncated expansionu0 + δu1 satisfies the Helmholtz
equation as well as the radiation condition. It is indeed possible to write an explicit boundary condition foru0+δu1 satisfied up
to a term inδ2. More precisely, in view of the above conditions, satisfied respectively byu0(x, 0) andu1(x, 0)+h(x)∂yu0(x, 0),
we have (

u0(x, 0) + δu1(x, 0)
)

+ δh(x)∂y

(
u0(x, 0) + δu1(x, 0)

)
= δ2h(x)∂yu1(x, 0).

Neglecting the term inδ2, we are led to the homogenized problem, related to an impedance boundary condition, which is
actually solved in order to determinẽuδ






∆ũδ + k2ũδ = 0 in Ω,
ũδ(x, 0) + δh(x)∂y ũδ(x, 0) = 0,
RC on ũδ − uinc .

(12)

Recall thath(x) is obtained from the solution of the local problem (10) for each value ofx.

E. Numerical solution of the exact and the impedance boundary-value problems for periodic surfaces

An adaptation of the Finite Element Method (FEM) to problemsinvolving a periodic boundary condition, known as periodic
FEM (cf., [16], [15], [17]) is used to solve problem (1) numerically on a very refined mesh. The obtained solution is used as
a reference solution to test the domain of validity of the homogenization procedure.

The periodic FEM is also used to determine an approximate value for the coefficienth(x) of the IBC by solving the
corresponding boundary-value problem (10).

Problem (12) on the flat boundary is solved by a collocation method. Its solution is expanded in Floquet modes whose
coefficients are determined by enforcing the IBC at{y = 0}.

Two solutionsu1 andu2 are compared by means of the following energy error

e2 =

N∑

n=−N

|u1,n − u2,n|2 (13)

whereu1,n andu2,n stand for the coefficients of their respective propagative Floquet modes.

III. PERIODIC SURFACES

A. Uniformly periodic surfaces

1) Homogenization of uniformly periodic surfaces:We first consider uniformly periodic surfaces, that is, surfaces described
by a function(x, σ) → s(x, σ) which is constant inx. This particular case is of course within the scope of the above theory.
Special features make this example particularly suited to check the validity of the homogenization procedure. First, the exact
problem can be solved accurately on one small cell only. Furthermore, as the periodd of the surface is assumed to be small
as compared to the wavelengthλ, only the fundamental Floquet’s mode is propagative. Hence, immediately above the surface
roughness, the total field admits the following decomposition

uδ(x, y) = uinc(x, y) + R0e
i(kxx+kyy) + evanescent terms.

Problem (12) can be solved for any multipleL of d and in particular forL = d. Its solution is completely characterized by
R0 which can be viewed as the reflection coefficient of the incident wave.

Fig. 2. Periodic surfaces: sine, step and triangular shaped

Fig. 3. Periodic surfaces: high step, positive sine, sine inabsolute value
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2) IBC computation:The various shapes of the unit cell, that are considered, aredepicted in Fig. 2 and Fig. 3 respectively.
We first examine howh = h(x) = lim

τ→∞
α(σ, τ) depends on the size and on the shape of the elementary cell.

Since the surface is metallic, the modulus of the reflection coefficient is of course equal to 1. For the six geometric shapes
given in Fig. 2 and Fig. 3, all the cells have a same maximum heighth0. Actually, only the ratiod/h0 is relevant. By decreasing
this ratio from 1 to some small valueε, we can consider a geometry which becomes more and more oscillating.

The variation ofh as a function of the cell size for the six cell shapes is plotted in Fig. 4. Recall that the results do not
depend on frequency as mentioned above provided the size of the cellD remains small compared to the wavelength. Some
observations can be carried out.

• For a highly oscillating surface (that is, as the period tends to zero),h tends to a maximum valuehmax close to the
maximum heighth0 of the ruggedness.

• The slower the oscillations are, the deeper the penetrationof the wave is.
• The larger the period of the elementary cell is, the better the underneath geometry becomes visible by the incident wave.
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Fig. 4. Equivalent heights as a function of the cell period

3) The scattering problem solution:The reflected wave corresponding to the effective IBC in problem (12) is a plane wave
R ei(kxx+kyy) completely expressed by means of the reflection coefficient

R := −1 + ikyhδ

1 − ikyhδ
.

Comparison ofR and the coefficientR0 relative to the reference solution gives a precise handlingof the error induced by the
homogenization process. Since both|R| and |R0| are equal to 1, the approximation ofR0 by R is more adequately measured
in terms of their phase angle.

In Fig. 5, we have plotted the phase angles ofR0 and R versus the angle of incidence of the incident wave for the sine
shape and for various values ofd expressed in units of wavelength. Three conclusions can be drawn.
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Fig. 5. Phase angle of the reflection coefficient versus the angle of incidence for the sine profile
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• Accurate results are obtained ford = λ/20, and with an acceptable error ford = λ/10.
• The results are more accurate for oblique than for normal incidences.
• Even beyond the validity range of the method related to an error that can be reasonably accepted, that is, ford > λ/5,

the homogenization process continues to give better results than the approximation by a flat plate in a significant way.

Remark and interpretation. Due to the uniqueness of the solution to problem (10), posed in the elementary cell,h(x)
is necessarily real. Let us consider the reflection of the incident wave by the plane{y = hδ} : the reflected wave is then
Reqe

i(kxx+kyy) with
Req := −e2ikyhδ = R + O(δ2).

The reflection coefficientsR andReq are equal up to a term inδ2. The parameterh(x) can hence be regarded as a normalized
slowly variable height which takes into account the fast variations of surface on the scattering of the incident wave.

4) Homogenization versus refined sampling :We compare the accuracy of the results delivered by the homogenization

process with those obtained directly by solving on meshes ofvarious size. The reference solution is still the one obtained
above on a very refined mesh. The respective errors for the sine shape, defined as in (13), are plotted in Fig. 6. We consider a
sine shape whose amplitude and period are equal. The following valuesd = λ/10 andd = λ/20 were successively considered.
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Fig. 6. Sine of heightλ/10 andλ/20

Three features can be pointed out.

• The direct computation requires 40 points per wavelength and 100 points per wavelength respectively to yield the same
accuracy than the homogenization process.

• As it has been already observed, the IBC approach begins to deliver accurate results atd = λ/10. The error in the phase
is then less than5 degrees.

• Better accuracy can be observed for a roughness of a smaller thickness.

Now, we address the approximation delivered by the IBC for sine shapes having the same amplitudeλ/10 and various
periods. The results are reported in Table I including thosefor the flat plate.

Period λ/30 0.1λ 0.2λ 0.3λ 0.4λ 0.5λ 0.875λ
Flat surf. 67.5◦ 60.2◦ 51.1◦ 43.5◦ 36.9◦ 30.9 ◦ 11.6◦

IBC 6.5◦ 4.7◦ 2.7◦ 1.0◦ 0.7◦ 2.4◦ 11.◦

TABLE I

ERROR FOR A FIXED AMPLITUDE AND A VARYING PERIOD

Results obtained using IBC are in good agreement with the reference solution for periods up toλ/3. This is obviously
beyond the expected domain of validity of the method.

B. Two-scale periodic surfaces

1) Numerical solution of the scattering problem:A simple two-scale periodic surface can be obtained by adding to the fast
oscillations of an uniformly periodic surface a slow variation term. More precisely, the shape is obtained as a superposition
of two sine functions, with respectively a large periodL, of several wavelengths, and a short periodd, small compared to the
wavelength (Fig. 7). The effective condition now depends onthe slow variablex. As an example, we consider a surface with
a large periodL = 8λ, λ being the wavelength, a small periodd = λ/10, and an amplitudeλ/10.
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Fig. 7. The two-scale periodic surface

Since the IBC solution handles propagative modes only, the field is computed sufficiently far from the surface, at a sufficiently
large heighth∞, so that no evanescent mode contributes to the direct reference solution there. Practically, it is sufficient to
take a few wavelengths. In Fig. 8, we have plotted the modulusand the phase angle over a period for three computations:

1) the reference solution computed on a mesh of100 nodes per wavelength,
2) the FEM direct solution obtained with a coarse mesh of10 nodes perλ only, clearly not sufficient to represent the

surface correctly,
3) the collocation solution obtained through an IBC computed using a coarser mesh of 5 nodes perλ on the plane surface

{y = 0}. The reported tests have been achieved using an incident plane wave at normal incidence.
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Fig. 8. (1) Direct solution atλ/10, (2) reference atλ/100, (3) IBC

For the method (2), the error on the modulus is acceptable butis large for the phase. The method (3) produces rather good
results both in magnitude and phase.

The same tests have been repeated for an incident wave at 60 degrees. The results are depicted in Fig. 9 and Fig. 10.
The modulus relative to the three solutions is plotted in Fig. 9. Although the improvement gained by the IBC can be clearly
observed, it is small when compared with the solution obtained on the coarse mesh. By contrast, the error on the phase angle,
reported in Fig. 10, clearly brings out the improvement carried out by the IBC.

0.0 10.0 20.0

x

0.60

0.70

0.80

0.90

1.00

1.10

1.20

1.30

|u
|

incidence 60 degres

(1) λ/10
(2) λ/100
(3)

Fig. 9. (1) Direct solution atλ/10, (2) reference àλ/100, (3) IBC

Therefore, these tests can be considered as a first numericalvalidation and a justification of the homogenization process.
2) IBC solution versus direct FEM modeling:When several Floquet modes are propagative, the modulus of the scattered

field becomes a parameter as significant as the phase angle. For the following numerical computations, we use (13) again to
measure the error resulting from the approximation process.
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Fig. 10. (1) IBC, (2) Direct solution atλ/10

We compare the results obtained by the IBC approach with those obtained by directly solving the scattering problem on
meshes of various sizes∆x respectively equal toλ/10, λ/20 andλ/50. We have also considered three periodic surfaces whose
respective heighthmax is equal toλ/20, λ/10 andλ/5.

P
P

P
P

P
P

PP
∆x

hmax λ/5 λ/10 λ/20

λ/10 32% 43%
λ/20 3% 16% 23%
λ/50 1% 2%
IBC 24% 4% 0.6%

TABLE II

NORMAL INCIDENCE

P
P

P
P

P
P

PP
∆x

hmax λ/5 λ/10 λ/20

λ/10 23% 20%
λ/20 2% 9% 11%
λ/50 0.6% 1%
IBC 4% 0.4% 0.1%

TABLE III

60 DEGREES INCIDENCE

As reported in table II and table III, the results based on thehomogenization process are in good agreement with the reference
solution forhmax ≤ λ/10. The accuracy reached by the IBC corresponds to that provided when the scattering problem is solved
on a mesh of 50 points per wavelength in a direct fashion. Notethathmax = λ/5 is beyond the range of validity of the method,
thereby explaining the large error of24% in the results at normal incidence. However, for such a roughness, the error at oblique
incidence still remains acceptable.

IV. A PPLICATION TO SMALL DETAILS

A. Introduction

Now we turn our attention to the case of a small detail included on a periodic surface of periodL (a few wavelengths).
This case is not rigorously covered by the previous theoretical framework. But the small size of a detail well matches with
the use of a multi-scale method. Here, we propose an heuristic extension that permits the treatment of such a case. In the
theoretical model, the local behavior is characterized by alocal periodd being part of the data. It consists in assembling a
number of small cells to form the large cell of sizeL = Nd = d/δ, as represented in Fig. 11. We now indicate how this can
be heuristically extended to the current context.

Clearly, the local period no longer really exists now. The cell of size d that is depicted in Fig. 12 can be understood as a
local periodic approximation reproducing the local behavior of the surface.
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Fig. 11. Periodic surface withL = Nd

mesh size

i-1 i i+1

L

h
max

Fig. 12. Detail

From obvious physical considerations,d must be small comparatively to the wavelength. It must also be larger than the
mesh sizep to avoid any loss of information. These observations, as well as the quantitative results obtained in table I, indicate
that d should be approximately equal toλ/3.

dd

p

d

Fig. 13. Various choices for the fictitious local period

Note that the numerical approximation of the scattered wavedepends on a second parameter: the mesh sizep. It accounts for
the slow variations of the surface. Typical size ofp is λ/10 for FEM modelling whiled is of the order ofλ/3. The following
study will provide a good indication on the way to choose these two parameters.

B. Optimal choice of the local period relatively the geometry

The error on the modulus is measured using (13). The reference solutionsuref are obtained using a very refined mesh (more
than 200 points per wavelength, see Fig. 14). The objective is to make the error as small as possible for various shapes of
the detail: triangle, crenel and sine, whose size isλ/10 × λ/10. The incident wave is at normal incidence. To bring out the
accuracy that is gained, we plot the solution, obtained withd = 0, corresponding to a crude approximation by a flat surface.
As expected, the best results correspond to values ford betweenλ/5 andλ/2. Values greater thanλ are clearly beyond the
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Fig. 14. Behaviour of the error relatively to the local fictitious period for some shapes

range of validity of the approximation. An interesting conclusion is that the choice for the local periodd is not at all critical
provided it is taken within the indicated range of values.
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C. Optimal choice of the local period relatively to the angleof incidence

The same tests, as above for the crenel, but with an incident wave at different incidences: 30, 60 and 80 degrees are reported
in Fig. 15.

−0.1 0.4 0.9

period d

0.00

0.05

0.10

e

Error versus d

for some angles of incidence

0 deg

60 deg

80 deg

Fig. 15. Behaviour of the error relatively to the local fictitious period for some angles of incidence

As expected the accuracy does not depend on the incidence of the incident wave. So, another interesting feature of this
approach is that the error is approximately the same for all angles of incidence.

V. A PPLICATION TO ROUGH SURFACES

Since the homogenization process has led to an IBC which is expressed through a differential operator, it makes sense
to extend this approach to a general rough surface, at least in a formalist way. Actually, we follow the heuristic approach
previously introduced in section IV. We remain within the framework of the two-scale model. The local scale is obtained by
windowing the local surface and making it periodic. We then see that a rough approximation is introduced by imposing a
periodic boundary condition on the left and the right of the local cells but the remaining part of the derivation of the IBCis
undertaken identically. The aim of the following numericaltests is to show that the homogenization process still remains a
good approximation procedure.

The test-case being considered here is a multiscale random rough surface highly oscillating. It is generated from the
Weierstrass function, whose infinite series is truncated here between 1 andn2,

W (x) = η

√
2(1 − b(2D−4))

1

2

(b(2D−4) − b(2D−4)(n2+1))
1

2

n2∑

n=1

(
1

b(2−D)n
cos(2πbnx + θn))

where

• D is the fractal dimension parameter, characterizing the roughness which ranges from 1 to 2 to increase the ruggedness,
• θn is a random phase,
• η2 is the maximum variance,
• n2 is the number of scales being considered,
• b is a positive irrational parameter (b =

√
π here).

1 1.5 2 2.5 3 3.5 4
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−0.3

−0.2
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0
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0.3

0.4

fractale surface
D=1.8

surface
heq

Fig. 16. Multiscale rough surface
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A very rough surface is obtained by choosingD = 1.8 (see Fig. 16). The root mean square height (rmsh) of the profile are
λ/15 andλ/30 , which corresponds to maximum heights of respectivelyλ/5 andλ/10. We are hence at the limit of validity of
the method which has been pointed out previously in the case of periodic surfaces in section II-B. The corresponding sample
is represented in Fig. 16 as well as the IBC.

Like in section III, appropriate choice for the local periodd has to be done. Its influence is evaluated below. To this end,
we use the following procedure.

• Define the IBC as a function constant by element, on an uniformmesh. The related mesh size is denote byp. This mesh
is further used to solve the homogenized problem.

• Use a cell, whose size is denoted byd, centered on the element on which the value of the IBC is beingcomputed.

The errors on the results obtained the homogenization process are reported in Table IV for various values ofd, p and θ.
They are computed as above in terms of (13) using a reference solution computed on a very refined mesh.

An interesting indication on the efficiency of the IBC approach can be brought out by considering the error relative to the
crudest approximation by a flat surface. For an incidence of 60 degrees, this error is 18.8 %. It reaches 37.2 % at normal
incidence.

H
H

H
H

H
p

d
0.1λ 0.2λ 0.3λ 0.4λ 0.5λ

λ/10 θ = 0
◦

4.1 % 2.75 % 2.9 % 4.8 % 5.4 %
λ/10 θ = 60

◦

1.8 % 1.3 % 2 % 3.2 % 4.2 %
λ/5 θ = 0

◦

4 % 2.85 % 2 % 3.9 % 6.1 %
λ/5 θ = 60

◦

4.2 % 2.1 % 1.7 % 3.2 % 4.8 %
λ/3 θ = 0

◦

18.7 % 10.1 % 6.7 % 6.4 % 5.2 %

TABLE IV

ERRORS FOR DIFFERENT MESH SIZESp AND PERIODSd

Table IV provides the last ingredient concerning the strategy of choosing the mesh sizep and the cell sized. The best results
are obtained withd slightly larger thanp. This can be interpreted from the fact that the information contained in the mesh
element is then fully used and the side-effect resulting from the fictitious periodic boundary conditions are reduced asmuch as
possible. Note that the quality of the approximation is not very sensitive to this choice as long asd remains small compared
to the wavelength. As a result, it is sufficient to use a mesh size of the orderλ/5 or λ/10 to produce satisfactory results.

A comparison of the homogenized solution with the referenceone is depicted in Fig. 17 and Fig. 18. Two lines single out
the error forp = λ/5 andd = λ/3 and a more accurate solution obtained withp = λ/10 andd = λ/5.
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Fig. 17. Random surface D=1.8, rmsh=λ/30

The results exhibit a good agreement with the reference solution. The accuracy reached is equivalent to that based on a
direct solution using 30 to 40 points per wavelength. The size of the problem to be solved is reduced by a factor6 when using
the homogenization approach withp = λ/5 for this two-dimensional case.

Some results on the approximation of the modulus are reported in Fig. 19 which shows a quite good agreement of the
overall behavior of the solution with the reference one.

Similar tests can be found in [15] as well as a description of stochastic surfaces in [18]. The good results, obtained here,
suggest that the fictitious periodic condition imposed on the small local cells does not significantly contribute to the overall error
induced by both the homogenization and the approximation process which is itself very small. Note that, in this study, wehave
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Fig. 18. Random surface D=1.8, rmsh=λ/15
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Fig. 19. Modulus of the field, rmsh=λ/30

only dealt with the construction and the measure of the performance of a procedure to solve the scattering problem numerically
without resorting to a very fine sampling of the surface. We have tackled no question concerning the electromagnetic properties
of the multiscale random surfaces. This is a large study on its own, demanding large scale computations. One of the motivations
of this work, besides making such computations feasible, was precisely to accelerate them.

VI. CONCLUSION

The theoretical as well as the numerical results of this study have shown the relevance of the homogenization technique
in the solution of scattering of waves by a highly oscillating surface. Even if no theoretical foundation is available for non
periodic or multiscale surfaces, the approach gives quite good results for these cases too. The present limitations arerelated to
the maximum height of the roughness which must be less thanλ/10. The technique can be improved by using higher-order
IBCs. Combined with a numerical method like the Method of Moments (MoM), FEM or FDTD, it can yield an efficient
solution technique for scattering and radiation problems involving small details or rough surfaces [19]. It can be combined
with a Monte-Carlo process to deal with random rough surfaces as a straightforward application of the homogenization process
presented in this work. In this paper, only perfectly conducting surface with TM polarization has been considered. Extension
to the other polarization and to the dielectric case should follow the same methodology leading to a transmission instead of
a boundary condition. This should yield the transmitted as well as the reflected field. The extension to the three dimensional
case has been done theoretically [15] and its full study willbe covered in a forthcoming paper.
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